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Although the molecular, anatomical and functional diversity of 
 cortical interneurons is well documented1–3, principal cells are 
typically grouped together on the basis of their cortical layer and/or 
subregion assignments. However, several recent observations have 
suggested that there are distinct subgroups of principal neurons with 
different properties, projections and local interactions, even in the 
same region and cortical layer4–14. In the neocortex and entorhinal 
cortex, specialized subnetworks of excitatory neurons have been 
described in8–10 and across cortical layers12,13. These subnetworks 
may assist in segregating different streams of information4,10,14.

The hippocampal CA1 region is a model system that is frequently 
used to study plasticity, pharmacological effects and intracellular fea-
tures. In the rodent, CA1 pyramidal neurons form a compact layer 
consisting of 5–8 superimposed rows of pyramidal neurons. Each 
pyramidal cell is typically assumed to have similar morphology, inputs, 
outputs and biophysical properties15. In contrast with this notion, ana-
tomical experiments indicate that the medial and lateral entorhinal 
cortex project preferentially to proximal and distal parts of the CA1 
region16, respectively. Correlated with this topography, pyramidal cells 
show a gradually increasing propensity of emitting spike bursts17 and 
decreasing spatial specificity in the proximo-distal (CA3 to subicu-
lum) direction18. Other physiological observations also point to 
functional segregation in CA1 pyramidal cells. For example, the mag-
nitude of somatodendritic backpropagation of action potential shows 
a bimodality, perhaps as a result of subtle morphological differences 
of pyramidal cells19. The phase preference of CA1 pyramidal cells to 
gamma oscillations also has a bimodal distribution20.

Another potential source of variability of CA1 pyramidal neurons 
is the position or depth relative to the cell layer21. Supporting this 
hypothesis, early studies have demonstrated segregation of calbindin 
immunoreactivity22 and zinc content23 in the deep and superficial 

substrata of CA1 pyramidal layer, and, more recently, within-layer 
differences have become apparent in gene expression studies24,25. 
However, functional differences between deep and superficial CA1 
pyramidal neurons are not known, and most physiological experi-
ments and modeling studies have assumed that pyramidal neurons 
in the CA1 sublayers are homogeneous. Exploiting the capability of 
silicon probes to localize the relative vertical position of neuronal 
somata in the recorded volume of neuronal tissue26, we examined 
the functional properties of the superficial and deep CA1 pyramidal 
cells in the behaving rat. We found two subcircuits that were differ-
entially controlled by intra- and extra-hippocampal inputs and could 
distinctly affect their targets in a brain state–dependent manner.

RESULTS
Local field potentials (LFPs) and unit firing were recorded in the hippo-
campal CA1 pyramidal layer (n = 10 rats; Fig. 1). In four of the rats, 
recordings were made simultaneously in CA1 and in multiple layers 
of the medial entorhinal cortex27. Recordings were carried out while 
the rat ran on an open field (180 cm by 180 cm, or 120 cm by 120 cm),  
a linear track (250 cm long), an elevated plus maze (100 cm by 
100 cm) or a zigzag maze (100 cm by 200 cm), or performed a T-maze 
 alternation task or a rewarded wheel-running task27 (hereafter, theta 
periods during behavioral tasks are referred to as RUN). Recordings 
were also carried out during sleep, typically both before and after 
tasks, in the animal’s home cage.

Localization of neuronal somata in the CA1 pyramidal layer
The vertical span (140 µm) and the precise distribution of the eight 
recording sites on the probe shanks (20-µm vertical steps) allowed us 
to determine the relative depths of the cell bodies of the simultane-
ously recorded neurons (Fig. 1a–c). The site with the largest spike 
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Hippocampal CA1 pyramidal neurons have frequently been regarded as a homogeneous cell population in biophysical, 
pharmacological and modeling studies. We found robust differences between pyramidal neurons residing in the deep and 
superficial CA1 sublayers in rats. Compared with their superficial peers, deep pyramidal cells fired at higher rates, burst more 
frequently, were more likely to have place fields and were more strongly modulated by slow oscillations of sleep. Both deep and 
superficial pyramidal cells fired preferentially at the trough of theta oscillations during maze exploration, whereas deep pyramidal 
cells shifted their preferred phase of firing to the peak of theta during rapid eye movement (REM) sleep. Furthermore, although 
the majority of REM theta phase-shifting cells fired at the ascending phase of gamma oscillations during waking, nonshifting cells 
preferred the trough. Thus, CA1 pyramidal cells in adjacent sublayers can address their targets jointly or differentially, depending 
on brain states.
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amplitude for each unit was regarded as the location of the cell body26 
(Fig. 1d). The site with the largest amplitude of ripples, reflecting the 
middle of the pyramidal layer28 (designated as site 0; Fig. 1a–c), was 
also determined for each shank (Fig. 1c) and served as the reference 
depth for calculating the distance of the cell bodies from the middle 
of the pyramidal layer.

Although the stratum oriens is stereotaxically above the pyramidal 
layer in the dorsal CA1 region of the rodent hippocampus, we use 
the traditional terminology of cortical anatomy, in which deep and 
superficial refer to the direction of the basal and apical dendrites, 
respectively29. For reliably separating neurons according to depth, 
the neurons with the largest action potentials at site 0 were termed 
middle, and those above (close to stratum radiatum) and below (close 
to stratum oriens) recording site 0 were termed superficial and deep, 
respectively. The middle layer likely contained a mixture of deep and 
superficial neurons and served as a separator between the ‘true’ deep 
and superficial cells. These three tentative divisions contained approx-
imately equal numbers of recorded neurons (deep, 1,228; middle, 
1,204; superficial, 1,109). Somata above site 3 and below site −3 were 
rare (<8.5%) and were therefore lumped together with the somata 
recorded at sites 3 and −3, respectively.

Shifting theta phase preference between waking and REM
Five well-isolated30 pyramidal neurons from a single shank were spa-
tially distributed along the vertical (oriens-radiatum) axis (Fig. 1d). 
During maze exploration, all five of the neurons fired preferentially 
near the trough (180°) of the LFP theta recorded in the pyramidal 

layer. During REM sleep, the two superficial neurons continued to 
discharge near the trough, whereas the three neurons in the deeper 
parts of the layer shifted their preferred firing phase by almost half a 
theta cycle31. To quantify this observation across sessions and rats, we 
determined the phase preference of each significantly theta phase–
modulated pyramidal neuron during both exploration and REM sleep 
(see Online Methods). The preferred theta phase of neurons during 
REM sleep varied with depth (P < 0.0001, circular ANOVA), with 
deep neurons showing a preference for the peak of the theta waves, 
as shown by the significantly different mean theta phase preference of 
neurons at deeper sites (Fig. 2a; for individual rats, see Supplementary 
Fig. 1). To simplify further analysis, we grouped neurons recorded at 
different depths into superficial, middle and deep subgroups. During 
REM sleep, the phase preference distributions across subgroups were 
significantly different (P < 0.0001, Watson U 2 test; Fig. 2b; for indi-
vidual rats, see Supplementary Fig. 1) but were similar during RUN. 
In the deep sublayer, approximately half of the pyramidal cells fired 
preferentially near the peak of theta during REM sleep.

Given that theta peak–preferring cells during REM may themselves 
comprise a functionally separate group that does not segregate per-
fectly in depth (Fig. 2b), we also separately compared the properties 
of REM phase–shifting and nonshifting cells, exploiting the bimodal 
distribution of phase preferences during REM (Fig. 2b,c). Pyramidal 
cells that were significantly phase-locked (P < 0.01, Rayleigh test, 
see Online Methods) to theta oscillations during REM sleep (68.3%, 
1,937 of 2,838 CA1 pyramidal neurons that fired at least 50 spikes 
during REM) were broadly divided into REM-shifting (<120° or >300° 

Figure 1 Spatial localization of neuronal 
somata in the CA1 pyramidal layer. (a) Biocytin-
filled neuron in the deep CA1 pyramidal cell 
layer. Surrounding unstained neuronal somata 
provide reference for the recording sites of  
the superposed silicon probe. Recording 
sites (−2 to 5) are color coded. 0 designates 
the middle of the layer, determined by the 
maximum ripple power (black in b–d). rad, 
stratum radiatum; pyr, stratum pyramidale; or, 
stratum oriens. (b–d) Data from a shank  
from a single session. (b) Middle, filtered 
(140–230 Hz) single trace at depth 0. Bottom, 
average LFP traces triggered by ripple power 
peaks (n = 2,635), recorded at different 
depths. Top, mean integrated ripple power 
at different depths, normalized by the s.d. 
of ripple power at depth 0. Color code refers 
to recording sites in a. (c) Ripple power at 
different recording depths (mean ± s.e.m., b, 
top). The recording site with the largest ripple 
power identifies the middle of the pyramidal 
layer (arrow, reference depth 0) and serves 
for the determination of the distance of the 
recorded cell body of individual neurons from 
the middle of the layer. (d) Average waveforms 
of five simultaneously recorded neurons  
(1 Hz to 5 kHz). Arrows indicate the putative 
position of the neuron’s soma relative to the 
reference depth, inferred from the largest spike 
amplitude26. Two superficial neurons (that 
is, above reference depth 0) and three deep 
neurons (below reference depth 0) are shown. 
Polar plots of spike phase distribution of the 
five neurons referenced to the theta oscillation 
in the CA1 pyramidal layer (peak of theta = 0°, 
360°; trough = 180°). Normalized contour plots and preferred spike phase of the neurons (arrows) during maze running (dotted) and REM sleep (solid). 
Magenta polar plots represent REM-shifting neurons and light blue plots nonshifting cells. Positive polarity is up in all figures.
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 preferred theta phases during REM) and nonshifting groups (120° 
to 300° preferred theta phases; Fig. 2c). Overall, 35.1% (679 cells) 
belonged to the REM-shifting category. As expected, the depth distri-
butions of REM-shifting and nonshifting neurons were significantly 
different (P < 0.0001, two-sample Kolmogorov-Smirnov test, one-tail; 
Fig. 2d). The ratio of REM-shifting cells doubled from the superficial– 
middle sublayers to the deep sublayer (Fig. 2d).

To compare these observations with CA1 interneurons and with 
neurons in the entorhinal cortex, we calculated the fraction of 
these cells that shifted their preferred phase from RUN to REM by 
more than 90° (Fig. 2e). In contrast with CA1 pyramidal cells, CA1 
interneurons did not shift their preferred phase between wake and 
REM states. Furthermore, neurons with >90° phase shift between 
RUN and REM in the various layers of the entorhinal cortex (EC2, 
EC3 and EC5) were rare (Fig. 2e and Supplementary Fig. 2). Thus, 
the theta phase shift of CA1 pyramidal neurons during REM sleep 
cannot simply be explained by altered timing from the entorhinal 
input (Supplementary Figs. 2 and 3).

Phase-locking of CA1 pyramidal cells by slow oscillations
To examine whether the CA1 sublayer–specific groups differed in 
other behavioral states, we examined their firing patterns during 
non-REM sleep. A prominent physiological feature of non-REM 
sleep in neocortical-paleocortical structures is the presence of slow 
cortical oscillations, associated with UP and DOWN states of neu-
rons32. Slow oscillations also affect hippocampal network patterns33. 
To detect slow oscillations, we summed the spiking activity of all of 
the simultaneously recorded entorhinal cortex neurons and identi-
fied more than 150-ms silent periods, followed by more than 200 ms 
of activity, as DOWN-UP transitions33 (Fig. 3). When segregated 
according to depth, neurons in superficial, middle and deep CA1 

subgroups showed significantly different magnitudes of modulation 
by the entorhinal slow oscillation (P < 0.0001, F = 22.19, ANOVA;  
Fig. 3, results in individual rats are shown in Supplementary Fig. 4).

When segregated on the basis of theta-phase shift during REM 
sleep, neurons in the REM-shifting group, relative to the nonshifting 
group, showed significantly stronger phase modulation by the slow 
oscillation (P < 0.0001, t test; Fig. 3). Together, these findings indicate 
that the entorhinal input can differentially activate superficial and 
deep subgroups of CA1 pyramidal cells during slow-wave sleep.

We also investigated the relationship between sharp wave–ripple 
patterns28 and the depth of CA1 pyramidal cells. The fraction of spikes 
during ripples (relative to all spikes during slow-wave sleep episodes) 
was not significantly different between superficial and deep neurons 
(superficial = 8.17 ± 5.33%, deep = 8.20 ± 4.95%, P > 0.2, t test, but the 
middle group was significantly higher than both sublayers; middle = 
8.90 ± 4.93, mean ± s.d., P < 0.01). On the other hand, REM-shifting 
cells were more strongly associated with ripple activity, as evidenced 
by both the higher fraction of spikes during ripples (8.94 ± 4.93% 
versus 7.18 ± 4.12%, P < 0.0001, t test) and a higher percentage of 
ripples associated with spiking, relative to nonshifting cells (17.2 ± 
12.1% versus 15.4 ± 12.8%, mean ± s.d., P < 0.005). These findings 
indicate that REM-shifting neurons respond more vigorously to CA3 
inputs during sharp wave–ripples.

Firing rate, burst and activity-dependence of theta phase
Next, we examined whether CA1 pyramidal cells in the different sub-
layers differ in their spiking properties and how these differences 
might relate to their theta phase preference. Neurons in the deeper 
part of the pyramidal layer had significantly higher overall firing rates 
than did superficial neurons (P < 0.0001, rank sum test; Fig. 4a and 
Supplementary Fig. 5). In addition to rate, calculation of spike-burst 

Figure 2 Preferred theta phase of spikes  
during REM sleep depends on the position  
of the soma in the CA1 pyramidal layer.  
(a) Preferred theta phase for each neuron (dots) 
recorded at different depths of the layer during 
REM sleep. Solid lines indicate mean (±95% 
confidence intervals) preferred theta phase (green, 
REM). For comparison, the mean preferred theta 
phase during RUN (gray) is also shown. The few 
neurons above and below recording sites 3 and −3 
were added to values at 3 and −3, respectively. 
(b) Distribution of the preferred theta phase of 
pyramidal cells in the superficial (recording sites 
above 0), middle (site 0) and deep (sites below 0)  
depths during maze running (RUN) and REM 
sleep. Note the unimodal distribution of theta 
phase preference in the deep layer group during 
RUN and bimodal distribution during REM sleep. 
Top gray traces indicate idealized reference theta 
cycle in CA1 pyramidal layer. (c) Distribution of 
preferred theta phases during RUN and REM 
sleep. Only neurons that showed significant 
theta-phase modulation during both RUN and 
REM sleep are included here. Top and right, theta 
phase preference histograms for REM sleep and 
RUN. Note the bimodal distribution of preferred 
theta phase during REM sleep. Neurons with 
<120° or >300° preferred theta phases during 
REM (magenta) were designated as REM-shifting cells, whereas those between 120° to 300° (blue) were designated as nonshifting cells. (d) Left, depth 
distribution of REM-shifting and nonshifting neurons (±95% Clopper-Pearson confidence intervals). Right, distribution of the fraction of REM-shifting 
cells as a function of depth in the pyramidal layer. (e) Percent of neurons with >90° phase shift between RUN and REM (±95% Clopper-Pearson confidence 
intervals) in different regions. EC2, EC3 and EC5 correspond to neurons in layers II, III and V of the entorhinal cortex, respectively. Interneurons did not shift 
phase preference across states. Theta phase of LFP recorded from the CA1 pyramidal cell layer was used for all of the cell types.
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index, defined as the fraction of spikes with <6-ms interspike intervals 
(ISIs)27,30, revealed that superficial neurons were significantly less 
‘bursty’ than their deeper peers (P < 0.0001, rank sum test; Fig. 4b 
and Supplementary Fig. 6).

Firing rate and burst propensities were also significantly different 
between REM-shifting and nonshifting cells (Supplementary Figs. 5 
and 6). REM-shifting cells decreased their firing rates significantly 
more during REM sleep compared with RUN (P < 0.0001, t test;  
Fig. 4c), and were also significantly more ‘bursty’ during REM sleep 
compared with RUN (P < 0.0001, t test; Fig. 4d).

Because of the known correlation between discharge frequency 
and the theta phase of spikes27,34,35, we examined how firing pattern 
changes, from single spikes to burst firing, affected the theta phase of 
spiking. Spikes of each neuron were sorted into eight ISI categories, 
and the significance of theta modulation, preferred theta phase and 
modulation depth were calculated for each neuron in each category27 
(Fig. 5, Supplementary Fig. 7 and Online Methods). During RUN, 
both REM-shifting and nonshifting neurons preferred the phase near 
the trough, with a mostly weak dependence on the ISI. An excep-
tion was for <6-ms bursts in REM-shifting neurons, which showed a 
relatively wide phase preference (Fig. 5a,c). In contrast, during REM 
sleep, nearly all bursts of REM-shifting neurons preferred the peak of 
the theta cycle (<15-ms ISI groups, P < 0.0001, Watson-Williams test, 
RUN-REM comparison; Fig. 5b and Supplementary Fig. 7), whereas 
most single spikes (>20-ms ISIs) continued to fire after the trough. In 
the nonshifting group, both single spikes and bursts continued to fire 
after the trough during REM sleep (Fig. 5d).

During RUN, a large percentage of both REM-shifting and non-
shifting neurons were significantly phase-modulated by theta (P < 
0.01, Rayleigh test, see Online Methods), relatively independently 
of the ISIs (Fig. 5e). However, the percentage of significantly theta-
modulated neurons was larger for both bursts (ISI < 10 ms) and 
single spikes (ISI > 30 ms) in the REM-shifting group than in the 
nonshifting cells. During REM sleep, the percentage of significantly 

theta-modulated neurons during bursting 
was significantly higher in the REM-shifting 
than in the nonshifting group (P < 0.0001, 
χ2 independent test), whereas the percentage 
of significantly theta-modulated neurons for 
single spikes was significantly higher in the 
nonshifting group than in the REM-shifting 
group (P < 0.0001; Fig. 5f).

In the significantly phase-modulated 
groups, we also analyzed the magnitude of 
theta phase-modulation (mean resultant  
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length). Brain state change exerted a differential effect on the mag-
nitude of theta phase-locking of spikes across the REM-shifting and 
nonshifting neurons (Fig. 5e,f). During RUN, nonshifting neurons 
were more strongly phase-locked than were REM-shifting cells, dur-
ing both bursts (ISI < 10 ms) and single-spike firing (ISI > 30 ms)  
patterns (Fig. 5e). During REM, this difference remained the same 
for single spikes but was reversed for bursts. In fact, the theta phase- 
modulation of burst events (<10-ms intervals) in REM-shifting 
neurons was almost twice as powerful during REM as during RUN 
(Fig. 5e,f). Comparison of ISI groups from REM-shifting neurons 
revealed that the same cells shifted their preferred phase from trough 
(ISI > 30 ms) to peak (ISI < 10 ms) and increased their phase modula-
tion during burst events (Fig. 5g,h).

In summary, deep and superficial neurons have different firing rates 
and bursting properties. During REM sleep, REM-shifting (that is, 
mainly deep) neurons burst more, as compared with RUN, and bursts 
of spikes of REM-shifting cells were more strongly modulated by theta 
and showed stronger theta peak preference than nonshifting neurons. 
Thus, the interactions among instantaneous firing rate, bursting, theta 
modulation and preferred theta phase depend on the joint effect of 
brain state and cell location in the CA1 pyramidal layer.

Higher incidence of place cells in the deep CA1 sublayer
Hippocampal neurons in rodents show location-selective firing36. 
Neurons with peak firing rates exceeding 2 Hz on the linear track or on 
the open field (see Online Methods) were defined as place cells18. The 
proportion of place cells was significantly higher in the deep sublayer 
than in the superficial layer (P < 0.0001, χ2 independent test; Fig. 6). 

This was also the case when we used a spatial coherence greater than 0.7 
as the criteria for defining place fields37,38 (Supplementary Fig. 8).

The distributions of peak firing rates and within-field mean rates 
were also significantly different across the depth groups (P < 0.0001; 
Supplementary Figs. 9 and 10), consistent with the overall rate dif-
ference described above. Information content39–41 (both bits per spike 
and bits per second) was also significantly different across the CA1 
sublayers and between REM-shifting and nonshifting cells (P < 0.01; 
Supplementary Figs. 9 and 10), with information content per spike 
being higher in the superficial and nonshifting groups than in the 
deep and REM-shifting groups. Other examined features of place cells 
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(place field size, spatial coherence37 and stability41) were not different 
across the groups (Supplementary Figs. 9 and 10). In addition, the 
slopes of phase precession42 on the linear track were similar across 
depth groups (Supplementary Fig. 10).

Consistent with the results of the depth analysis, the proportion of 
place cells was significantly higher in the REM-shifting group than 
in the nonshifting neurons in both the linear track and the open field  
(P < 0.001, χ2 independent test; Fig. 6). On the other hand, the slopes of 
phase precession42 on the linear track were similar between the REM-
shifting and nonshifting groups (Supplementary Fig. 10). In summary, 
although the proportion of active place cells in a given environment was 
higher in the deep (REM-shifting) group, the major spatial features and 
theta phase dynamics of place cells were not different across groups.

Relationship between theta and gamma phase preference
The hippocampus also displays prominent gamma oscillations43–45, 
and it was recently found that spikes of pyramidal cells in the waking 
rat show phase preference to either the trough (gammaT neurons, 
30–240°) or the rising phase of the gamma wave20 (gammaR neurons, 
0–30° or 240–360°). We confirmed this bimodal gamma phase distri-
bution during RUN (Fig. 7a) and found that, during REM, virtually 
all of the significantly gamma-modulated pyramidal cells were phase-
locked to the trough of gamma waves20 (Fig. 7a,b).

The preferred gamma phase during RUN showed a depth-dependent  
shift, with a preference of deep cells for the rising phase of the gamma 
cycle (Supplementary Fig. 11), although this effect was less robust 
than the depth-dependent theta-phase preference during REM. 

On the other hand, the matches between 
gammaR and REM-shifting and between 
gammaT and nonshifting cells were strong 
(Fig. 7), particularly in the middle and deep 
neurons (Supplementary Fig. 11). During 
REM, significantly fewer pyramidal cells were 
significantly phase-locked to gamma oscil-
lations (REM = 10.4% versus RUN = 26.7%,  
P < 0.0001, χ2 independent test) or modu-
lated by both theta and gamma oscillations 

Figure 7 Relationship between theta  
and gamma phase preferences of CA1 
pyramidal cells. (a) Distribution of preferred 
phase of gamma oscillation (30–80 Hz)  
during maze running (RUN) and REM  
sleep, shown separately for REM-shifting  
and nonshifting neurons. Note that both  
groups fired preferentially at the trough  
of local gamma waves (~180°) during  
REM sleep, whereas the majority of  
REM-shifting neurons were phase-locked  
to the rising phase (gammaR) of the  
gamma cycle during RUN. The reference 
site for LFP gamma was the middle of the 
pyramidal layer (site 0 in Fig. 1). Two  
gamma cycles are shown for better visibility. 
Top gray traces represent the idealized 
reference gamma cycle in CA1 pyramidal  
layer. (b,c) Modulation of pyramidal  
cells by both gamma and theta. Note  
that most gamma-modulated neurons  
during REM were nonshifting neurons  
(b, light blue) and most gammaR neurons 
during RUN belonged to the REM-shifting group (c, magenta). The side histograms in b and c (right) are the same as the plots in a. Only  
neurons that were significantly modulated by both theta and gamma oscillations are included in the plots in b and c.
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(REM = 7.2% versus RUN = 21.8%, P < 0.0001; Fig. 7b,c) than during 
RUN. Significantly fewer REM-shifting cells were gamma-modulated 
during REM sleep than during RUN (P < 0.0001, χ2 independent test), 
whereas a comparable fraction of nonshifting cells were gamma-
 modulated and fired at the trough of gamma both during REM and 
RUN (Fig. 7b,c). The few gammaR pyramidal cells, which were signifi-
cantly gamma phase-locked in both REM and RUN states, shifted their 
phase preference to the trough during REM (Supplementary Fig. 12). 
In contrast, putative CA1 interneurons maintained their gamma phase 
preference across behavioral states20 (Supplementary Fig. 13).

Novelty does not affect theta phase preference during REM
Finally, we compared the theta phase preference of pyramidal cells 
during REM sleep episodes both before and after exploration of 
a novel (n = 9 sessions in 4 rats) or familiar environment (n = 60 
 sessions). We examined whether the wake-REM shift in theta phase 
preference of CA1 pyramidal cell spikes was experience dependent, 
as a previous study31 suggested that, after exposure to a novel arm of 
the maze, the phase preference of novel place field cells remains the 
same as that observed during RUN, whereas REM sleep–related shift 
of phase preference emerges only after multiple experiences.

In our experiments, for the majority of CA1 pyramidal cells (that 
is, nonshifting cells), the preferred theta phase during REM remained 
similar to that during RUN, even after the familiar task (Fig. 8a–c). 
Furthermore, the distributions of theta phase difference between RUN 
and REM, tested after RUN sessions, were similar regardless of the 
familiarity of the task (P > 0.2, Watson U 2 test; Fig. 8a–c), suggesting 
that environmental novelty did not significantly affect preferred theta 
phase of spiking during REM sleep. In support of this observation, 
the preferred theta phases of the same neurons during REM sleep 
episodes before and after tasks were similar regardless of whether the 
task was novel or familiar (Fig. 8d–f).

DISCUSSION
We found subpopulations of pyramidal cells with distinct responses 
to inputs, spiking properties and output influence, segregated in the 
superficial and deep parts of CA1 stratum pyramidale. Neurons resi-
ding in different sublayers differed in multiple properties, including 
theta phase preference and phase-modulation strength during REM 
sleep, modulation by slow oscillations and sharp wave–ripples during 
non-REM sleep, gamma phase preference during waking state, firing 
rate, bursting propensity and the proportion of cells with place fields. 
Although the CA1 pyramidal cells have often been tacitly assumed 
to be a homogeneous population15, the within-layer segregation of 
functional groups that we found is consistent with the relatively dis-
tinct strata of superficial and deep pyramidal cells29.

The stratification of function in the CA1 pyramidal layer is sup-
ported by a number of anatomical and molecular observations. 
Several surface and channel genes show sublayer-specific expression 
in the pyramidal layer24,25. In particular, both zinc- and calbindin-
containing pyramidal cells reside predominantly in the superficial 
layer (nearly all calbindin-immunoreactive neurons in this sublayer 
are zinc-positive23). Zinc amplifies AMPA receptor–mediated cur-
rents and suppresses NMDA receptor–mediated responses46. In addi-
tion, the Ca2+ buffer calbindin may be involved in synaptic plasticity, 
as long-term potentiation of Schaffer collateral synapses onto CA1 
neurons and spatial learning are impaired in antisense transgenic 
calbindin-deficient mice47. Furthermore, the neurogenesis in the 
superficial layer occurs 1–2 d later in development than it does in 
the deep pyramidal cell layer22. Indeed, distinct subpopulations of 
principal neurons in each subfield (dentate gyrus, CA3 and CA1) of 

the hippocampus have similar gene expression profiles, distinct time 
windows of neurogenesis and synaptogenesis, and may form selec-
tive subcircuits14. Finally, neurons that project to the lateral septum 
are found largely in the deep CA1 sublayer48, suggesting an output 
segregation of the distinct sublayers described here.

The robust correlation between the position of cells in the CA1 
pyramidal layer and their physiological features may have multiple 
explanations. The simplest account is that intrinsic properties of 
pyramidal cells (morphology, distribution of ion channels, receptors, 
etc.) are responsible for most of the observed differences between 
sublayers. For example, morphological differences between the deep 
and superficial neurons21,29 may differentially affect the bursting, 
firing rate and other biophysical properties of neurons, as has been 
observed in the neocortex6,7 and the CA3 region49. In turn, these 
intrinsic features would induce the different firing patterns and phase 
preferences that we observed during various LFP patterns, even if 
all of the neurons were uniformly innervated by afferents and local 
interneurons. In support of this possibility, we found reliable dif-
ferences in firing rates and the bursting propensities of neurons in 
different sublayers. During REM sleep, bursts of REM-shifting (deep) 
cells (<15 ms ISIs) displayed a stronger theta phase coupling than 
single spikes (>20 ms), and bursts and single spikes preferred opposite 
phases of the theta cycle.

Another possible explanation is that deep and superficial neurons 
are targeted by differential sets of afferents and the observed changes 
simply reflect the distinct influence of their upstream partners. 
Supporting this hypothesis, deep CA1 neurons were more effectively 
entrained by slow oscillation of non-REM sleep, a potential indication 
that these (REM shifting) neurons are more strongly driven by the 
entorhinal input. During theta oscillations, the CA1 region is under 
the competing influences of CA3 and entorhinal inputs. Again, the 
observed shifts of theta phase preferences of deep CA1 neurons can 
be explained by a stronger influence of the direct entorhinal input on 
these cells, given that during REM sleep EC3 principal neurons fired 
10–25 ms before the REM-shifting CA1 neurons (Supplementary 
Figs. 3 and 14). Most likely, circuit and intrinsic properties interact 
with each other during ontogenesis so that the spatial position of 
neurons may correlate with both their integration into the circuitry 
and their intrinsic properties12,14.

Neither intrinsic nor circuit properties alone can adequately explain 
the two distinct cell groups, REM-shifting and nonshifting cells, 
because physiological features defining the two groups are depend-
ent on brain state. A fundamental difference between the waking 
state and REM sleep is the markedly reduced tonic release of several 
subcortical neurotransmitters, including serotonin, norepinephrine 
and histamine, during REM sleep50. Subcortical neuromodulators 
may distinctly affect the REM-shifting and nonshifting cells by dif-
ferentially changing both their intrinsic properties and their synaptic 
interactions in the network in which they are embedded, thereby pro-
ducing distinct changes in firing rates, bursting propensity and theta 
phase of spiking.

In summary, functionally distinct sublayers are present in the CA1 
hippocampal region. These may serve different functions, such as 
melding streams of information or segregating them, depending on 
brain state. In the waking animal, the inputs may be integrated by 
the co-firing of superficial and deep neurons at the theta trough and 
streamlined to their joint targets. In contrast, during REM sleep, the 
different inputs may be kept separate, or perhaps the same inputs may 
address both deep and superficial neurons but can then be routed 
to different targets and/or at different phases of the theta cycle. 
Although they represent a minority, the REM-shifting deep neurons  
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fire bursts of spikes on the peak of theta during REM sleep and may 
therefore exert as powerful a downstream effect as the nonshifting, 
trough-preferring majority. The behavioral importance of such brain 
state–dependent integration and segregation of neuronal information 
by the CA1 region remains unknown.

METHODS
Methods and any associated references are available in the online version 
of the paper at http://www.nature.com/natureneuroscience/.

Note: Supplementary information is available on the Nature Neuroscience website.
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ONLINE METHODS
Animals and surgery. Ten male Long-Evans rats (250–400 g) were implanted 
with a 4- or 8-shank silicon probe in the right dorsal hippocampus under iso-
flurane anesthesia (1–1.5%) and recorded from dorsal CA1 pyramidal layers. 
In four of the rats, another 4-shank silicon probe was also implanted in the 
right dorsocaudal medial entorhinal cortex27. The silicon probes were attached 
to micromanipulators and moved slowly to the target. Each shank had eight 
recording sites (160 µm2 each site, 1–3-MΩ impedance) and inter-shank dis-
tance was 200 µm. Recordings sites were staggered to provide a two-dimensional 
arrangement (20-µm vertical separation). The entorhinal cortex probe was posi-
tioned so that the different shanks recorded from different layers27. Histological 
and electrophysiological localization of recording sites in the entorhinal cortex 
was described previously27. Two stainless steel screws inserted above the  
cerebellum were used as indifferent and ground electrodes during recordings. All 
protocols were approved by the Institutional Animal Care and Use Committee 
of Rutgers University.

Behavioral testing. Physiological signals during waking were recorded during 
six different tasks: a task on the linear track (250 cm × 7 cm), a task on the open 
field (180 cm × 180 cm, or 120 cm × 120 cm), a wheel running task, an alterna-
tion task in the T maze (100 cm × 120 cm) with wheel running delay (described 
previously27), an elevated plus maze (100 cm × 100 cm) in which the rats were 
motivated to run to the ends of four corridors, where water was given every 30 s,  
and a zig-zag maze (100 cm × 200 cm) with 11 corridors, in which the rats learned 
to run back and forth between two water cups placed in the first and last corri-
dors. Theta periods from all maze behaviors were lumped together as RUN. The 
task was regarded as being novel when the animal performed it for the first time 
and familiar after at least three testing sessions.

data collection and cell-type classification. Detailed information about the 
recording system and spike sorting has been described27. Briefly, signals were 
amplified (1,000×), bandpass-filtered (1 Hz to 5 kHz) and acquired continu-
ously at 20 kHz. LFP was down-sampled to 1,250 Hz for additional analysis. 
Spike sorting was performed by KlustaKwik (http://klustakwik.sourceforge.
net/), followed by manual adjustment of the clusters (Klusters software package, 
http://klusters.sourceforge.net/). CA1 pyramidal cells and interneurons were 
separated as described27. Cell-type classification of entorhinal cortical neurons 
was described previously27. A total of 3,541 (CA1), 491 (EC2), 576 (EC3) and 
559 (EC5) principal neurons and 468 (CA1), 85 (EC2), 217 (EC3) and 94 (EC5) 
interneurons were identified and used for analyses. Median isolation distances30, 
reflecting the quality of cluster isolation, were similar across the deep, middle 
and superficial CA1 pyramidal cells (28.7, 28.3 and 28.7, respectively; P > 0.13, 
Wilcoxon rank sum test).

detection of brain states. Theta periods during task performance (RUN), REM 
epochs and slow-wave sleep (SWS) were detected using the ratio of the power 
in theta band (5–11 Hz) to delta band (1–4 Hz) of LFP, followed by manual 
adjustment with the aid of visual inspection of whitened power spectra and the 
raw traces27. REM periods were cross-validated with experimenter notes taken 
while observing theta activity on-line in sleep session and verifying that the rat 
was sleeping.

To detect gamma epochs, we used a recording site with the highest ripple 
power in a given shank. LFPs were band-pass filtered (30–80 Hz) and the power 
(r.m.s.) of the filtered signal was calculated in 80-ms time windows. Gamma 
phase of spiking was computed in gamma oscillatory periods. Gamma oscillatory 
periods were defined as epochs with gamma power larger than the 85 percentile of 
gamma power. If the gap between epochs was shorter than 30 ms, these flanking 
epochs were combined, generating a single epoch. Epochs less than 40 ms were 
discarded. The detected gamma periods represented 19.8 ± 3.4% of RUN, 13.2 ±  
3.3% of REM sleep, 12.8 ± 2.0% of SWS and 17.9 ± 2.8% of awake nontheta 
epochs (mean ± s.d.).

To detect ripple events, LFPs in CA1 pyramidal layer during nontheta periods 
were band-pass filtered (140–230 Hz), and the power (r.m.s.) was calculated 
in 17-ms time windows. Ripple epochs were defined as periods during which 
ripple power was continuously greater than mean + 3 s.d., and peak of power 
in the periods were greater than mean + 7 s.d. Events shorter than 15 ms  
were discarded.

DOWN-UP transitions in the entorhinal cortex were detected by using spiking 
activity of entorhinal cortex neuron population during slow wave sleep. All the 
simultaneously recorded single entorhinal cortex neurons were combined as a multi-
unit activity (MUA), and smoothed with a Gaussian kernel (s.d. = 10 ms, kernel 
size = 60 ms). Upstate onsets were detected if the following criteria were all fulfilled. 
First, the smoothed MUA exceeded the upstate threshold, defined as the geomet-
ric mean of all nonzero MUA. Second, the mean MUA in a 150-ms window before 
the onset of the candidate event was below the downstate threshold, which was 
defined as 0.16 times the upstate threshold. Third, the mean MUA in both 100-ms  
and 200-ms window after the onset candidate was above the upstate thresh-
old. The frequency of the detected DOWN-UP transitions was 0.45 ± 0.14 Hz  
(mean ± s.d.). To compare the magnitude of DOWN-UP modulation between 
cell groups, we computed the modulation index for each neuron. 

Modulation Index spikesUP spikesDOWN

spikesUP spikesDOW
=

−
+

N N
N N NN

where NspikesDOWN is the number of spikes from −200 to 0 ms, and NspikesUP is the 
number of spikes from 0 to 200 ms (time 0 = DOWN-UP transition). One-way 
ANOVA or t test was used to test the significance.

localization of neuronal somata in the cA1 pyramidal layer. For each silicon 
probe shank, one recording site was chosen first and used to detect ripple epochs 
as described above. LFP recorded from each recording site was band-pass filtered 
(140–230 Hz) and the power (r.m.s.) was calculated in 17-ms time windows. The 
site with the largest mean power during ripple epochs, reflecting the middle of 
the pyramidal layer28, was determined for each shank for each session and served 
as the reference depth. The site with the largest average spike amplitude for each 
unit was regarded as the approximate location of the cell body26. The error of 
cell body assignment was 20 µm, due to the limitation of the vertical distance 
between recording sites.

theta and gamma phase modulation. Three methods were used to determine 
the phase of band-pass filtered theta (5–11 Hz) or gamma (30–80 Hz) waves 
y(t)27. First, instantaneous phase was derived from Hilbert transform of y(t). 
Second, peaks (0°) of filtered waves were identified as the positive to negative  
zero crossings of the derivative dy/dt, and phase was linearly interpolated 
between the peaks. Third, troughs (180°) of filtered waves were identified as 
the negative-to-positive zero crossings of the derivative dy/dt, and phase was 
linearly interpolated between the troughs. A phase value was assigned to each 
action potential using linear interpolation. Peaks are at 0° and 360° and troughs 
at 180° throughout the paper. The results obtained by these three methods were 
consistent and the peak method was used for both theta and gamma phases. 
The mean direction and mean resultant length of the phases of a given neuron’s 
spikes were taken as the preferred phase and modulation depth of that neuron, 
respectively. For the preferred phase and modulation depth, only neurons that 
were significantly modulated by the oscillations are shown. For the circular sta-
tistics of theta phase of single cells, only neurons with at least 50 spikes during 
theta epochs (RUN or REM) were used, and P < 0.01 (Rayleigh test) was used to 
define significantly theta-modulated neurons. For gamma modulation of single 
cells, only neurons with at least 20 spikes during gamma oscillatory periods in 
relevant brain state (RUN, REM, SWS or awake nontheta) were used and P < 0.05 
(Rayleigh test) was used to define significantly gamma-modulated neurons20. To 
avoid gamma phase variability as a function of depth45, the recording site with 
the largest ripple power (that is, the middle of the CA1 pyramidal layer) for each 
probe shank was used for detecting gamma phase.

ISI analysis. Burst index was defined as the ratio of bursting spikes to all spikes. 
A bursting spike was defined as a spike associated with ISI at least either before 
or after that spike smaller than 6 ms. To compute the circular statistics of theta 
phase at different ISIs, we first sorted the spikes of a neuron according to their 
ISIs. A spike associated with an ISI either before or after that spike less than 
6, 8, 10, 15 ms was sorted into <6-ms, <8-ms, <10-ms or <15-ms ISI groups, 
allowing less stringent groups to redundantly contain spikes in more stringent 
groups. Therefore, the <15-ms ISI group contains the <6-ms, <8-ms and <10-ms  
groups. A spike associated with ISIs both before and after that spike larger than 20, 
30, 50 or 100 ms was sorted into >20-ms, >30-ms, >50-ms or >100-ms ISI groups. 
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Therefore, the >20-ms ISI group contains the >30-ms, >50-ms and >100-ms  
groups. The preferred phase, modulation depth and P value of Rayleigh test were 
calculated for each ISI group of each neuron. If the number of spikes from a 
given cell in a given ISI group was greater than 50 and associated P value was 
less than 0.01, the cell was regarded as being significantly theta-modulated in 
that ISI group.

Spatial tuning of spiking activity. Data recorded on the open field (180 cm × 
180 cm) and linear track (250 cm) were used for the analysis of spatial tuning 
of spiking activity. Only the data during theta epochs were used. Position of the 
animal was estimated by recording LEDs on the head stage at 30 Hz. For the linear 
track, the positions were projected onto the track axis. The position and spiking 
data were sorted into 5 cm × 5 cm (open field) or 5 cm (linear track) bins, gener-
ating the raw maps of spike number and occupancy. For the linear track, spatial 
representation (rate map, number of place fields, spatial information39, spatial 
coherence37, stability41 and phase precession42) was analyzed for each direction 
separately. A raw rate map was constructed by dividing a raw spike map by a raw 
occupancy map and then used to compute spatial coherence27,37,38. Peak firing 
rate, number of place fields, stability41 and spatial information39 were computed 
from the smoothed rate map. To construct smoothed rate map for open field, 
we used an adaptive smoothing18,40. The firing rate at each bin was estimated by 
expanding a circle around the bin until 

N
N rspikes

occ
2> a

2

where Nocc is the occupancy time (in seconds) in the circle, Nspikes is the number 
of spikes emitted in the circle, r is the radius of the circle in bins and α is a scaling 
parameter, set at 40,000. The firing rate at that bin was then set to Nspikes/Nocc. 

For the linear track, a Gaussian kernel (s.d. = 5 cm) was applied for both 
raw maps of spike and occupancy, then the smoothed rate map was constructed 
by dividing the smoothed spike map by the smoothed occupancy map. Area at 
0–25 cm (starting point) was excluded from the analysis to exclude the effect of 
behavioral variability. A place field was defined as a contiguous region of at least 
225 cm2 (nine bins) for the open field and 15 cm (three bins) for the linear track 
where the firing rate was above 10% of the peak rate in the maze and the peak 

firing rate of the area was >2 Hz. Using a threshold of 20% of the peak rate gave 
similar results (data not shown). The results using rate threshold of 0.5, 1, 2 and 
4 Hz for the peak firing rate of place field were essentially similar and are shown 
in Supplementary Figure 8. Place map stability41 was defined by the bin-by-bin 
correlation coefficient between the firing rate maps of the first and second half 
of the recording session. Theta phase-position correlation and mean theta phase 
in place field were calculated as described previously27,38.

detection of phasic Rem. REM epochs were detected as described above.  
To detect phasic REM epochs, we first band-pass filtered (5–12 Hz) LFP traces 
during REM epochs, yielding y(t). The amplitudes of theta oscillations were 
derived from Hilbert transform of y(t), and peaks of theta oscillations were 
detected as the positive-to-negative zero crossings of the derivative dy/dt. 
Interpeak intervals were smoothed using an 11-sample rectangular kernel. 
Candidate epochs were detected if smoothed interpeak intervals were shorter 
than the 10th percentile of smoothed interpeak intervals. The candidate epochs 
were identified as phasic REM epochs if the following criteria were all fulfilled. 
First, the duration of an epoch was longer than 900 ms. Second, the minimum of 
smoothed interpeak intervals during an epoch was shorter than the 5th percentile 
of smoothed interspike intervals. Third, the mean amplitude of theta oscilla-
tions during an epoch was larger than the mean amplitude of theta oscillations  
during the entire REM sleep. A total of 5,844 s (3.68 % of REM sleep episodes) 
was identified as phasic REM epochs.

Firing rate correlations between left and right journeys on the linear track. 
First, smoothed firing rate maps were constructed as described above. Firing rate 
correlations (Pearson product moment correlation coefficient) between left ver-
sus right journeys on the linear track were computed in two different ways. First, 
bin-by-bin firing rate correlation between the left and right journeys was calcu-
lated (Supplementary Fig. 10i). This correlation provides information about the 
strength of rate-position relationship of a neuron, when position is referenced to 
distant (room) cues. Second, the firing rate map during left journeys was reversed, 
and bin-by-bin firing rate correlation between the right journeys and reversed 
left journeys was calculated (Supplementary Fig. 10j). This correlation provides 
information about the strength of rate-position relationship of a neuron, when 
position is referenced to the start (or goal) position.
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