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Abstract: Theories of language production need to account for how speakers produce

prosodic structure. Very few models have addressed the role of prosodic phrasing in

speech planning, and little experimental work examining this question has been con-

ducted so far. Four studies designed to investigate the effect of phrase length and

prosodic phrasing on speech planning are presented. The first experiment examines

the effect of prosodic structural complexity on pause duration using very long phrases

(28 syllables). In a second experiment the effect of prosodic structural complexity us-

ing phrases of different length (6, 10, 14 syllables) is investigated. Experiment 3 exam-

ines the effect of prosodic complexity when the utterances are strings of numbers and

Experiment 4 examines local and distant effects of prosodic phrase length on pause

duration. The results show that speakers have a large scope of planning and that both

local and distant prosodic phrases have an effect on the speech planning process. It is

argued that prosodic structure determines the chunk to be planned by speakers. Im-

plications for models of speech production are discussed.

1 Introduction

The goal of this study is to investigate the role of prosodic structure, in

particular prosodic phrasing, in speech planning.

A large body of literature has investigated how linguistic structure in-

fluences speech planning processes, in particular focusing on syntactic

structure, discourse structure, and phrase length. Studies on the effects

of syntactic structure on pause duration have found that more complex

structure leads to longer pauses, leading investigators to the conclusion

that syntactically complex phrases are more demanding on the produc-

tion system, and that longer pauses indicate the time speakers need to

plan the more complex structure (e.g., Cooper and Paccia-Cooper, 1980;

Ferreira, 1991; Strangert, 1997).

The effect of prosodic phrasing on pause duration is less well under-

stood. In a set of studies we examine local and distant effects of phrase

length and effects of prosodic structure on speech planning, as evident
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in pause duration. The goal of these studies is to gain an understanding

into the nature of prosodic planning and to examine the role of prosodic

structure in speech planning (particularly focusing on planning units).

2 Background

2.1 Prosodic structure

In the last couple of decades, the relevance of a hierarchically orga-

nized prosodic structure in speech production has become increasingly

clear (see Shattuck-Hufnagel and Turk, 1996, for an overview). Prosodic

structure refers to the suprasegmental structure of an utterance that en-

codes prominence and phrasing. Prominence serves to highlight im-

portant or new information (e.g., Bolinger, 1972; Halliday, 1967) while

phrasing serves to chunk the stream of speech for processing purposes

(Cutler et al., 1997; Frazier et al., 2006; Krivokapić, 2007a,b). The focus of

this study is on the phrasing aspect of prosody, and particularly on the

temporal aspects.

Prosodic structure is hierarchically organized into units, with higher

units dominating lower units. In addition to tonal events, prosodic boun-

daries are characterized by systematic variation in the acoustic and ar-

ticulatory temporal properties of segments. Research has shown that

at boundaries segments increase in duration in the acoustic signal (e.g.,

Oller, 1973; Klatt, 1975; Shattuck-Hufnagel and Turk, 1998; Wightman

et al., 1992). In articulation, it has been found that boundary adjacent

gestures become temporally longer and that this lengthening increases

cumulatively for larger prosodic boundaries (e.g., Byrd and Saltzman,

1998; Byrd, 2000; Cho, 2005; Edwards et al., 1991).

Depending on the theoretical framework, prosodic units can be largely

inferred based on syntactic structure (e.g., Selkirk, 1984; Nespor and Vo-

gel, 1986) or on intonational properties (e.g., Beckmann and Pierrehum-

bert, 1986; Pierrehumbert, 1980; Jun, 1993, with the latter providing a

comparison of the previous two approaches). While there are different

proposals in the literature regarding the number and precise definition

of categories, in general researchers for English agree on the need for

at least one minor and one major category above the word level. In



159

this study we will use the terminology of Beckmann and Pierrehumbert

(1986) and refer to these categories as the Intonational Phrase (IP) and

the Intermediate Phrase (ip) respectively (for an overview of the vari-

ous models see Shattuck-Hufnagel and Turk, 1996). The IP is the largest

unit, defined as the domain of a coherent intonational contour that has

at least a nuclear pitch accent, a phrase accent, and a boundary tone.

The IP branches into intermediate phrases, which include at least a pitch

accent and a phrase accent. Both IP and ip exhibit final lengthening,

but IPs are lengthened more than intermediate phrases. Intermediate

phrases branch further into words, and these into syllables. The Tone and

Break Indices (ToBI) intonation transcription system (Beckman and Elam,

1997), which will be used in this study to examine prosodic structure, is

based on this model for intonation and on the work of Price et al. (1991)

and Wightman et al. (1992) for the break indices. The distinct prosodic

break indices (signaling the perceived boundary strength) in ToBI corre-

spond to the three distinct prosodic categories: word (break index 1), ip

(break index 3) and IP (break index 4), and one more break index signal-

ing the within a word boundary, i.e., a clitic boundary (break index 0).1

A schematic representation of the constituents that are relevant for this

study are given in Figure 1.

IP Intonational Phrase

ip ip Intermediate Phrase

     Prosodic Word

! ! ! ! ! !! ! Syllable

T* T*        T- T*   T-

T%

Figure 1: Prosodic constituents (adapted from Beckman, 1989). ‘T*’ stands for different

types of pitch accents, ‘T-’ for phrase accents and ‘T%’ for boundary tones. Only the

immediately relevant aspects of prosodic structure are shown.

1 Break index 2 signals a mismatch between tonal properties and the perception of

the prosodic break.
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It is typically assumed that prosodic structure is nonrecursive, as stated

in Selkirk’s Strict Layer Hypothesis (SLH, see Selkirk, 1984; Nespor and

Vogel, 1986). According to this view, a prosodic category always dom-

inates a constituent that is hierarchically immediately lower than itself,

thus "in a prosodic tree, any domain at a given level of the hierarchy con-

sists exclusively of domains at the next lower level of hierarchy" (Ladd,

1996, p.238; thus, for example, an ip cannot be dominated by another ip).

While this view is generally accepted (but see for opposing views Ladd,

1988, 1996; Itô and Mester, 1992, 2010; Dresher, 1994; Wagner, 2005),

there does not exist any experimental support for it, and some exper-

imental evidence argues against this view. For example, acoustic and

articulatory studies have found that IP boundaries can systematically

be produced with different strength reflecting their depth of the embed-

ding (Ladd, 1988; Byrd and Krivokapić, 2008). Listeners in turn have

been found to be sensitive to these distinctions (Byrd and Krivokapić,

2008), and are generally able to distinguish between a larger number

of categories than predicted under a nonrecursive view (Ladd, 1996).

Based on this kind of evidence, here the view that prosodic recursion

is possible is adopted (for a discussion and further arguments against

recursion, see Ladd, 1996; Wagner, 2005). For a less strict version of the

SLH, see Itô and Mester (1992); Selkirk (1995), where the hypothesis is

stated as a set of violable constraints.

2.2 Structural effects in planning

Speech planning involves processes from conceptualization to articula-

tion. It includes, among others, lexical selection, the planning of syntac-

tic structure, prosodic structure, and articulation.

A large body of literature on planning has examined the occurrence and

duration of pauses as an indicator of speech planning processes. The

most important factors for the present discussion are the structural fac-

tors affecting planning (in particular syntactic structure and prosodic

structure) and phrase length. These have been found to affect both pause

occurrence and pause duration.

A number of studies have investigated the effect of syntactic complexity

(syntactic branching) on pause duration and have found that syntacti-

cally complex phrases lead to longer pauses compared to syntactically
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simpler phrases (e.g., Cooper and Paccia-Cooper, 1980; Grosjean et al.,

1979; Ferreira, 1991; Strangert, 1991, 1997; Sanderman and Collier, 1995;

Terken and Collier, 1992; Butcher, 1981). Generally, it is assumed that the

reason for more complex phrases to be preceded by longer pauses is that

the speaker needs more time to plan a syntactically complex utterance,

compared to a syntactically simpler phrase, so the time to initiation of

the post-boundary phrase increases, allowing planning to occur during

this interval (e.g. Ferreira, 1991; Strangert, 1997). Particularly interesting

is the study of Ferreira (1991), reporting that pause duration between

a subject noun phrase and an object noun phrase (i.e., within a verb

phrase) increases with the complexity of the object noun phrase, but

only if the subject noun phrase is also complex. She interprets this find-

ing as indicating that when the subject noun phrase is complex, speakers

are not able to plan the object noun phrase during the production of the

subject, so a pause occurs between the subject and verb phrase, which

gives the speaker the time needed for planning the upcoming phrase. In

other words, she suggests that planning proceeds in chunks, over struc-

turally defined units. This notion will be particularly relevant in the

discussion of the findings presented here (see also Krivokapić, 2007a,b).

While these studies have shown that syntactic structure influences pause

duration, a large body of research indicates that prosodic structure might

be a better predictor of pause duration. A study by Gee and Grosjean

(1983) examines the data collected by Grosjean et al. (1979) and finds that

pause duration can be better predicted if both syntactic and prosodic

structure is used, rather than just syntactic structure. Additionally, Gros-

jean et al. (1979) examine pause occurrence and show a tendency for

speakers to divide phrases into smaller chunks of equal length, even if

syntactic structure would lead to a different phrasing, indicating that

rhythmical aspects of prosodic structure might be the determining fac-

tor of pause occurrence in such cases (see also Krivokapić, 2007a, 154ff

on rhythmic effects in prosodic phrasing). Examining the perception of

pauses in spontaneous speech Martin (1970) finds that prosodic struc-

ture (final lengthening) overrides syntactic structure. Similarly, Ferreira

(1993) finds that final lengthening and pause duration are determined

by prosodic rather than syntactic structure. These studies lead to the

conclusion that prosodic structure might be the critical factor in deter-

mining pause duration. The effects of prosodic structure on pause dura-
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tion are also found in a study by Horne et al. (1995) where it was found

that pause duration increases with prosodic boundary strength (see also

Choi, 2003).

Phrase length has also been found to have an impact on pause dura-

tion. Sternberg et al. (1978) have found that an increase in the number

of words in a string of words leads to longer initiation times of the ut-

terance. They suggest that the longer initiation times reflect the time

speakers need to retrieve motor programs for the words. In sentences,

Zvonik and Cummins (2003) show that the length of prosodic phrases

before and after the boundary has an effect on pause duration. Pauses

less than 300ms almost exclusively occur with phrases of ten or less syl-

lables before or after the boundary, and the likelihood of a pause be-

ing less than 300ms increases when both the prosodic phrase before and

after the boundary are less than ten syllables (Zvonik and Cummins,

2003). A study by Ferreira (1991) also finds a length effect, in that she

shows that sentence initiation time increases with the number of phono-

logical words in a sentence. Similarly, Watson and Gibson (2004) show

that pause occurrence is influenced by phrase length, in that the number

of phonological phrases within a preceding and a following syntactic

phrase (and thus, the length of the syntactic phrase) is a good indicator

of the likelihood of an IP boundary (and therefore of the likelihood of

pause occurrence, since IP boundaries are often marked by pauses).

In summary, previous work has provided evidence of the influence of

phrase length and even more robust evidence of the influence of syn-

tactic structure on pause duration and speech planning. While some

evidence indicates that prosodic structure might play a role in speech

planning as well, much less is known about this factor. Furthermore,

the process of planning of prosodic structure is also not understood well.

We turn to these questions in the remainder of the article.

2.3 Theories of prosodic planning

In contrast to research examining the planning of syntactic structure,

and word production models, the planning of larger prosodic phrases

has not received much attention in the literature. In what follows we

examine two views on prosodic planning, focusing in particular on the

question of how incrementaly prosodic structure is planned and on the
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question of when in the speech production process prosodic structure

is built. A non-controversial assumption in models of planning is that

speech is produced incrementally, that is, speakers do not plan the whole

utterance before speech onset, but instead plan and produce speech si-

multaneously (e.g., Ferreira, 1996; Ferreira and Swets, 2002; Keating and

Shattuck-Hufnagel, 2002; Meyer et al., 2007; Levelt, 1989; Roelofs, 1998;

Wheeldon and Lahiri, 1997). Thus speakers plan an utterance in stages

(e.g., the stage of planning the conceptual content of a sentence, the stage

of its syntactic encoding), and the planning of different fragments of an

utterance can proceed in parallel, at different stages. For example, as

soon as one fragment is ready, speakers can start articulating, without

having entirely planned the rest of the utterance, and the planning of

the rest of the utterance proceeds while the speaker is articulating. This

allows for efficient and fluent speech production.

It is less agreed upon whether the speech production system is "archi-

tecturally incremental" (Ferreira and Swets, 2002), in the sense that in-

crementality is automatic and a part of the architecture of the language

production system. The consequence of such a design of the production

system would be that speakers obligatorily start speaking the moment a

minimal unit is encoded. Ferreira and Swets (2002) specifically address

this question by examining subjects’ production when asked to calculate

sums of two-digit numbers at their own pace and under time pressure.

They show that speakers are able to produce speech in a highly incre-

mental manner, but given the option, they plan further ahead and don’t

start articulating immediately when encoding is finished for a chunk

of the utterance. Ferreira and Swets (2002) argue that the speech pro-

duction system is not architecturally, but strategically incremental, in

the sense that it is the speaker’s choice how incrementally they produce

speech, and they can choose to plan further than just the smallest unit

necessary (Ferreira and Swets, 2002; Wagner et al., 2010). They further

show that speakers, even when under time pressure, do plan to some

extent up to the end of the sentence (see also Griffin, 2003, for further

evidence of a sentential planning scope). The implication of this finding

is that speakers are able to plan more than one planning unit at a time,

and plan quite large chunks of speech before speech onset.

A second question of interest is how prosodic structure - prosodic phras-

ing in particular - is planned, and what role in the speech planning pro-
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cess it plays. While the planning of prosodic structure in its entirety

is still a largely unexplored field, two approaches have emerged in the

literature: a prosody-first approach, developed in Keating and Shattuck-

Hufnagel (2002), and a more incremental, prosody-last approach, devel-

oped by Levelt (Levelt, 1989; Levelt et al., 1999, see also a related pro-

posal by Ferreira, 1993).

Levelt (1989) is the first model to incorporate prosodic structure into a

model of speech production. The approach taken in this model is that

speech production is strictly incremental, ideally without any looka-

head. Prosodic phrases are created in the Prosody Generator compo-

nent of the model by scanning the syntactic structure. Thus ip bound-

aries are placed after a phonological word that is the head of a syntactic

constituent (although an adjunct can optionally be included into the ip)

and IPs result from the speaker’s decision to break at a certain point in

an utterance. While the possible locations of the IP boundary are con-

strained by the syntactic structure, it is the speaker’s choice to create a

boundary. Whether a speaker does so depends on a number of factors,

for example the length of the phrase at that point, the availability of new

syntactic material (in the sense that if no further material is available for

processing, the speaker is forced to pause), speech rate, prominence of a

word, and the speaker’s desire to be intelligible. Crucially, in this model

prosodic boundaries are determined by looking at just one word at the

time, thus with very little lookahead. While Levelt (1989) points out that

speakers can occasionally have a larger lookahead (for example in very

carefully produced speech) generally the assumption is that there is no

lookahead.

Another view is presented in Keating and Shattuck-Hufnagel (2002).

They argue that a body of evidence suggests that speakers have a large

lookahead in speech production. Regarding phrasing they note that it is

influenced, among other things, by the length of not just the preceding

but also of the following prosodic phrase (see e.g., Gee and Grosjean,

1983; Watson and Gibson, 2004). This indicates a larger lookahead than

the one suggested by Levelt (1989, see Keating and Shattuck-Hufnagel,

2002 for further evidence for a larger lookahead, such as speech errors,

stress clash, resyllabification and assimilation patterns). It is also known

that speakers use information about prosodic structure during phonetic

encoding (e.g., temporal properties of gestures will depend on whether
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a syllable is stressed or not). This kind of evidence suggests, Keating and

Shattuck-Hufnagel argue, that prosodic structure is an essential part of

the process of phonological and phonetic encoding, and that it there-

fore needs to be available early on. Keating and Shattuck-Hufnagel

(2002) suggest a "prosody-first" approach where prior to phonological

encoding a rough outline of the prosodic structure (a "skeletal default

prosody", Keating and Shattuck-Hufnagel, 2002, p.139) is built based on

syntactic information. This representation contains the prosodic phras-

ing, the marking of the relative prominence of individual constituents,

pitch accent marking, and possibly some tonal marking of boundaries.

The representation is then restructured in the course of the encoding

process based on word form and non-syntactic information. With proso-

dic structure being available early, prosodic information can inform the

encoding process. Keating and Shattuck-Hufnagel’s (2002) model nec-

essarily has a large lookahead, as it requires that prosodic structure is

built before individual segments can be encoded. The model does not

hinge on the exact size of the syntactic chunk available for further plan-

ning, it is only important that "the increments . . . [are] large enough to

account for the facts of phonological and phonetic segmental sensitivity

to prosodic structure" (Keating and Shattuck-Hufnagel, 2002, p.139).

In a series of four experiments, we investigate how prosodic phrasing

and phrase length affect pause duration. The goal is 1) to examine the

role prosodic structure plays in speech planning, and 2) to examine how

far ahead speakers plan their utterances and in that way contribute to

the discussion of incrementality and to the question whether prosodic

structure is build in a "prosody-first" (Keating and Shattuck-Hufnagel,

2002) or a "prosody last" (Levelt, 1989) manner.

Foreshadowing the conclusions of this study, an outline of our view of

the role of prosodic structure in speech planning follows: We will as-

sume Keating and Shattuck-Hufnagel (2002)’s "prosody-first" approach,

for which we will present additional evidence. Thus based largely on the

syntactic structure, speakers build the prosodic structure, as suggested

in their model. It will be argued in Experiment 1 that prosodic struc-

ture has a critical role in speech planning, namely that it determines

the chunk of speech to be phonologically and phonetically encoded at

a time. This means that speech planning proceeds over prosodic units

(Krivokapić, 2007b). It will be suggested that either the ip or the IP - any
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sufficiently large prosodic phrase - can serve as a planning unit. Which

prosodic phrase is selected depends on the cognitive load of the upcom-

ing phrase, with hierarchically lower units being selected for cognitively

more demanding material. The following four experiments present ar-

guments for this role of prosodic structure and examine how cognitive

load affects which prosodic phrase in the hierarchy does in the end serve

as the planning unit.

3 Experimental evidence

We examine the effect of prosodic phrasing and how it interacts with

phrase length in four experiments. The first experiment (see Krivokapić,

2007b, Experiment 2) examines the effect of prosodic structural complex-

ity (the number of prosodic phrases in an utterance) on pause duration

using long phrases (28 syllables before and after the pause). To exam-

ine possible interactions of prosodic complexity and phrase length, the

second experiment examines the effect of prosodic complexity on pause

duration using phrases of different length (6, 10, 14 syllables before and

after the pause). The effect of prosodic complexity on pause duration

using strings of numbers is investigated in Experiment 3 and Experi-

ment 4 examines the effect of phrase length of phrases immediately after

and further away from a boundary. Given that the goal of this article is

to examine speech planning, in reporting the results we focus on post-

boundary effects.

The four studies are conducted using the synchronous speech paradigm

introduced by Cummins (Cummins, 2002, 2003, 2004; Zvonik and Cum-

mins, 2002). In this paradigm, two subjects (one dyad) are seated fac-

ing each other and they read sentences simultaneously, at the prompt

of the experimenter. Synchronous speech has been shown to reduce

inter-speaker variability in pause placement and pause duration with-

out introducing artificial properties into a subject’s speech. For exam-

ple, Cummins (2004) compares the ratio of boundary duration to phrase

length in subjects’ synchronous and solo productions and finds that the

ratios are similar for the two speech styles, but that the variability is re-

duced in synchronous speech. He finds similar results for the subjects’

ratios of phrase length of two phrases. Zvonik and Cummins (2003) fur-
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ther find that both in solo and in synchronous speech speakers had the

longest pause following the longest phrase, again indicating that while

reducing variability, synchronous speech does not change fundamen-

tal properties of speech timing. Given these properties of synchronous

speech, and given the large variability speakers exhibit in both duration

and placement of pauses (e.g., Goldman Eisler, 1968; Butcher, 1981), this

experimental paradigm provides a good way to examine pause dura-

tion, as it will minimize individual variation and facilitate comparisons

across speakers.

It is worth noting that the experimental design used here - as is the case

with the majority of laboratory speech studies - involves certain pro-

cesses not typical of spontaneous speech, such as reading, repetition,

and, in this case, simultaneous speaking with another speaker. Results

of such laboratory experiments might not represent the most typical be-

havior in spontaneous speech processing, however, such studies have

a long history of informing us usefully as to properties of the speech

production system (see also Ferreira, 1991, 2007, for a discussion of the

merits and concerns of laboratory speech).

3.1 Experiment 1

3.1.1 Goal

The first experiment examines the effect of prosodic complexity on pause

duration in very long phrases (for a detailed description of the study see

Krivokapić, 2007b, Experiment 2). Prosodic complexity is taken to mean,

similar to syntactic complexity, the number of prosodic phrases in an ut-

terance. Thus if for example a post-boundary phrase branches into two

Intonational Phrases it is prosodically more complex than a nonbranch-

ing post-boundary phrase that consists of only one IP (see Figure 2).
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non-branching # non-branching 
 

                                                                     IP 

IP   #    IP 

 

The water pool was surrounded by a large number of tall growing and long 

living sugarpines from New Brunswick; # all the children were often 

enchantedly looking at the symmetrically shaped and beautifully smelling 

cones.

                                          non-branching #  branching 
 

  IP 
 

   IP         IP 

 

                                                                     #   IP   IP 
 

The stylish woman was continuously and excitedly talking about a lovely 

orange-red carpet; # accompanying her very energetic story    were various 

examples of fabulous new carpets. 

        branching # non-branching 
 

  IP 
 

                                                      IP                          IP 

 

                                           IP                IP   # 
 

Standing almost invisibly in the furthest corner    was a very tall woman 

holding a yellowish sack; # all the other people were attentively listening to the 

rather vehement discussion about peppers.

branching # branching  
 

   IP 
 

                                                      IP                           IP 

 

                                           IP                IP   #   IP   IP 
 

Looking at the funny shaped and oddly colored furniture    Johnny wondered 

about the strange taste of the tenant; # admiring the beautiful and comfortable 

chairs    Ann thought of her own pale and uncomfortable sofa.

Figure 2: Structural conditions for Experiments 1, 2, and 3 and sample experiment

stimuli for Experiment 1. "Branching" indicates a complex, and "non-branching" a sim-

ple structure. The measured pause is indicated with “#”, and the branching is indicated

with the triangle. These symbols were not present in the sentences the subjects read.

3.1.2 Design and materials

The independent variables in the experiment were: a) complexity of the

pre-boundary phrase (whether the pre-boundary phrase was branch-
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ing into two prosodic phrases or not) and b) complexity of the post-

boundary phrase (whether the post-boundary phrase was branching into

two prosodic phrases or not). These factors were crossed, yielding four

conditions (branching # branching, branching # non-branching, non-

branching # branching, non-branching # non-branching, shown in Fig-

ure 2). The pause duration between the pre- and post-boundary phrase

was the dependent variable. The whole pre-boundary phrase was al-

ways 28 syllables, with branching targeted at the 14th syllable, and the

same was true for the post-boundary phrase. The targeted prosodic

structure was elicited by varying the syntactic structure and the length

of syntactic constituents.

There were three utterances for each condition, for a total of twelve ut-

terances. An example for each of the conditions is given in Figure 2. The

stimuli for this experiment were combined with stimuli for another ex-

periment (see Krivokapić, 2007b, for randomization procedures). Each

item was read three times by each subject, yielding 36 items per subject.

3.1.3 Subjects, recording, and analyses

Data from sixteen speakers (eight dyads) were collected. One dyad was

unable to complete the experiment. The results of the remaining seven

dyads are reported here. For each dyad, the two subjects were seated

facing each other. Before the recording, they familiarized themselves

with the stimuli. Once familiar with them, the subjects were asked to

read the utterances aloud, at the prompt of the experimenter, together

with their co-speaker, as if reading a story to someone. In cases of er-

rors, they were asked to read the utterances again.

Subjects were recorded on a DAT recorder, using two Shure head moun-

ted unidirectional microphones and recordings were made onto the left

and right channels of a stereo file.

In order to verify that speakers produced the intended branching and

nonbranching structures, the sentences were prosodically analyzed us-

ing the Tone and Break Indices labeling system (ToBI Beckman and Elam,

1997). Overall, the branching structures were produced as two IPs, the

non-branching ones as one IP. IPs were identified by final lengthening

and the presence of a phrase accent and a boundary tone. Only the to-

kens where both subjects of a dyad produced the targeted structure were
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included in the analysis. In all stimuli, the pre-boundary phrase ended

in a voiced segment followed by a voiceless stop, and the post-boundary

phrase started with a vowel. The duration of the pause was measured

from the end of periodic voicing (i.e., the beginning of the voiceless stop

closure) to the beginning of periodic voicing for the vowel of the post-

boundary phrase. At the end of the pause, occasionally there was a glot-

tal pulse preceding the regular periodic voicing for the vowel, which

was taken to be evidence for glotalization of the phrase initial vowel

(see Redi and Shattuck-Hufnagel, 2001). In these cases, the pause was

taken to end at the onset of the glottal pulse. In all other cases, the pause

was taken to start with the end of periodic voicing and to end with the

onset of periodic voicing. The threshold for silent intervals to be counted

as pauses was 200ms. This threshold was set since all silent intervals in-

cluded a voiceless stops and shorter intervals could not with certainty

be assumed to be pauses. All silent intervals were longer than 200ms.

The duration of the pause was averaged between the two speakers of

each dyad. A two-factor ANOVA was performed on these data for each

dyad separately testing the effect of the pre-boundary prosodic com-

plexity (with the two levels branching and nonbranching) and the post-

boundary prosodic complexity factor (with the two levels branching and

non-branching) and their interaction. If the results of the individual

dyads patterned in the same manner, the dyads were pooled. To pool

the data across the dyads, z-scores were calculated over all tokens of

each dyad separately. Note that a z-score above 0 represents pause du-

rations longer than the dyads’ average duration, and a z-score below 0

durations shorter than the average duration. Significance for all tests

was set at p<0.05. In this, as in the other experiments, in reporting the

results we focus on the post-boundary effects.

3.1.4 Results

For the pooled data, post-boundary complex phrases lead to signifi-

cantly (F(1,185)=23.076, p<.001) shorter preceding pauses than post-boun-

dary simple phrases, as shown in Figure 3. The same pattern obtained

for each dyad separately, though the effect reached significance only for

two dyads. The general view of pause duration as it relates to upcom-

ing phrases is that it reflects effects of speech planning processes, in that
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longer pauses occur in conjunction with longer planning time for the

upcoming phrase (e.g., Cooper and Paccia-Cooper, 1980; Ferreira, 1991;

Griffin, 2003; Smith and Wheeldon, 1999).
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Figure 3: Experiment 1: Effect of post-boundary branching on pause duration (z-scores

and standard errors) for all dyads pooled. Z-scores above 0 represent durations longer

than the dyads’ average pause duration, and z-scores below 0 durations shorter than

the average duration.

Based on this, the prediction for this study was that more complex pros-

odic phrases would lead to longer preceding pauses. Such a result would

also correspond to previous studies examining the effect of syntactic

structure on pause duration (e.g., Cooper and Paccia-Cooper, 1980; Fer-

reira, 1991; Strangert, 1997). However, contrary to this prediction, the re-

sults showed that shorter pauses precede branching phrases, i.e., more

complex prosodic structure leads to shorter preceding pauses. To ac-

count for these surprising findings, following Ferreira’s (1991) sugges-

tion that speech encoding proceeds over structurally defined units, it

was suggested in Krivokapić (2007b) that in the case of the post-boundary

branching structure, speakers may be planning only up to the branching

node (i.e., planning the first post-boundary IP) before starting to speak

the post-boundary phrase. The second post-boundary IP is then planned

during the production of the first IP. In the case of the nonbranching

post-boundary phrase, speakers plan the complete upcoming phrase.

Thus speakers were, in all instances, planning the first upcoming IP, but

in the case of branching structures, the first post-boundary IP was 14 syl-

lables long, while in the case of non-branching structures, the first IP was

28 syllables long. The pause duration, on this assumption, reflects the

time it takes for the speakers to plan the upcoming prosodic phrase. The
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implication of this interpretation is that prosodic structure participates

in determining the size of the chunk to be phonologically/phonetically

encoded at a time. In other words, phonological/phonetic encoding pro-

ceeds over prosodic units. Depending on the size of the unit, the pause

will be shorter or longer. Note that the suggestion is not that speak-

ers encode the complete upcoming phrase before they start articulating.

Rather, following Keating and Shattuck-Hufnagel (2002), the suggestion

is that speakers encode the prosodic structure to a certain extent, and

continue with the planning process as they are articulating.

Another point to note is that the result of the experiment implies that

speakers have a large scope of planning, as they were aware, at the

pause, of a branching structure 14 syllables away. This provides some

evidence against the view (in Levelt, 1989; Levelt et al., 1999) that speak-

ers produce speech with very little lookahead.

3.2 Experiment 2

3.2.1 Goals

To further examine the scope of planning and the idea that planning

proceeds over prosodic units, a second experiment was conducted (as

reported in Krivokapić, 2007a). While the first experiment examined

the effect of prosodic structural complexity on pause duration using

very long phrases (28 syllables), Experiment 2 examined the effect of

prosodic structural complexity on pause duration using phrases of dif-

ferent length. The goal is to examine whether a decrease in cognitive

load (such as a decrease in phrase length) will affect how prosodic struc-

ture affects the planning process.

3.2.2 Design and materials

This study had a 3-factor design, examining the effects of pre-boundary

complexity (with the levels branching and non-branching), post-bound-

ary complexity (with the post-boundary phrase being branching or non-

branching) and surrounding phrase length, with the levels short (six syl-

lables before and six syllables after the boundary), medium (ten syllables

before and ten syllables after the boundary) and long (14 syllables be-

fore and 14 syllables after the boundary). The factors were crossed, for
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a total of 12 conditions (2 pre-boundary x 2 post-boundary x 3 length;

Note that the prosodic structures of the stimuli were the same as is Ex-

periment 1, shown in Figure 2). In the complex phrases, branching was

targeted at the middle of the phrases (i.e., at the third, fifth and sev-

enth syllable for the short, medium and long sentences respectively).

An example utterance (for the short branching # branching condition),

is "Although mad, she rang Chap. # Abe picked up, but called him",

with branching targeted at the third syllable before and after the bound-

ary (at the comma), and the examined pause being between "Chap" and

"Abe". In all utterances, each pre-boundary phrase ended in "Chap" and

each post-boundary phrase started with "Abe". There was one utter-

ance per condition. To avoid memorization of the utterances, there were

also twelve filler items, matching the experimental items in prosodic

structure and length but with different lexical content. The utterances

were randomized in blocks of 24 (12 test plus 12 filler utterances). Seven

dyads were recorded. In total, 984 test utterances were recorded for anal-

ysis (12 utterances x 12 repetitions x 6 dyads, and for one dyad 12 utter-

ances x 10 repetitions). Note that while this study had only one utterance

per condition, a follow-up study was conducted, with 4 utterances per

condition, varying in syntactic structure and segments surrounding the

pause. Only results which were replicated in the verification study are

presented here.

3.2.3 Subjects, recording, and analyses

Data from 14 speakers (7 dyads) were collected. The synchronous speech

paradigm, described earlier, was used in this study as well. The record-

ing procedure and the pause duration measurements were the same as

in Experiment 1. Prosodic labeling (described in Experiment 1) verified

that the branching structures were produced as two IPs, the nonbranch-

ing ones as one IP. A three-factor ANOVA was performed on the data of

each dyad separately, testing the effect of the three factors (pre-boundary

complexity, post-boundary complexity, phrase length) and their interac-

tions. If the results of the individual dyads patterned in the same man-

ner, the dyads were pooled, as described in Experiment 1. Significance

for all tests was set at p<0.05.
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3.2.4 Results

For phrase length, the predicted outcome was that with longer phrases,

pause duration would increase. Length effects have been reported in the

literature and it is assumed that more length will lead to longer pauses

as speakers will need more time to process the upcoming phrase. For the

pooled dyads, the results showed that phrase length had the expected

effect (Figure 4): An increase in the number of syllables led to an increase

in pause duration (F(2, 918) = 52.671, p<.0001). Fisher’s PLSD shows a

significant difference between all 3 levels of length, such that surround-

ing longer phrases lead to longer pauses (long compared to medium

p=.0011, long compared to short p<.0001, medium compared to short

p<.0001). The results indicate that more phonological length (syllables)

in an upcoming phrase requires longer planning times, which leads to

longer pauses.
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Figure 4: Experiment 2: Effect of length on pause duration (z-scores and standard er-

rors) for all dyads pooled. Z-scores above 0 represent durations longer than the dyads’

average pause duration, and z-scores below 0 durations shorter than the average du-

ration.

For post-boundary complexity, there are two possible outcomes, based

on previous work: The first possible outcome, based on the results in

Experiment 1, is that prosodically complex (branching) structures will

induce shorter pauses than non-branching phrases. The second possibil-

ity, in line with findings of studies examining the effect of syntactic struc-

ture on pause duration, is that phrasal complexity could lead to longer

pauses. The reason to expect this latter effect is that the phrases exam-

ined in this study were considerably shorter than the ones in Experi-
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ment 1 (Krivokapić, 2007b) in which pre-boundary and post-boundary

phrases were each 28 syllables. The phrases in Experiment 2 are 6, 10

and 14 syllables. In this case prosodic structure might not be chunk-

ing the upcoming phrase into smaller units for encoding, as the up-

coming phrase might "as is" be short enough for the processing system

to manage in one chunk. The two predictions could combine, in that

for shorter phrases, prosodic complexity may increase pause duration,

while for longer phrases complexity may decrease pause duration. In

other words, as the length of the phrase increases and the load of the

upcoming phrase increases as well, prosodic structure may chunk the

upcoming phrase, causing pause duration to become shorter for branch-

ing/complex than for non-branching/simple phrases. On this scenario,

in the long branching condition pauses would be shorter than in the long

non-branching condition, while in the short branching condition pauses

would be longer than in the short non-branching condition.

For all dyads pooled, the results show that complex phrases induced

longer pauses (F(1,918)=4.805, p=.0286), as shown in Figure 5. Individ-

ual dyads patterned in the same manner, and the effect reached signifi-

cance for one dyad.
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Figure 5: Experiment 2. Effect of post-boundary branching on pause duration (z-scores

and standard errors) for all dyads pooled. Z-scores above 0 represent durations longer

than the dyads’ average pause duration, and z-scores below 0 durations shorter than

the average duration.

This indicates that, like in previous, syntactic studies, structural com-

plexity increased pause duration as more structure for the same length

needs to be planned. These findings differ however from the findings

in Experiment 1 (Krivokapić, 2007b), where more complex structure led
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to shorter pauses. Both findings can be accounted for by assuming that

prosodic structure participates in determining the size of the chunk to

be planned. Depending on the size of a potential chunk, speakers might

plan only up to the branching node rather than the whole post-bound-

ary phrase, or, for smaller utterances, they might plan the whole post-

boundary phrase. In other words, depending on the size of the chunk

(and probably other factors) a hierarchically higher or lower IP (presum-

ably ip as well) might be the chunk to be planned (Krivokapić, 2007a).

Note that this interpretation assumes prosodic recursion, but we suggest

that the crucial point is that a hierarchically higher or lower category can

determine the chunk to be encoded, while the exact type of the category

is not important, as any prosodic category above the word level could

potentially be the chunk to be planned.2

Utt

IP IP

IP#

Utt

IP IP

#IPIPIP IP IP

a) Encoding in longer phrases b) Encoding in shorter phrases 

IP IP

Figure 6: Prosodic chunking. The arrow points to the prosodic chunk that is planned

during the pause (marked with #).

2 In addition to the size of the potential chunk, other factors are likely to influence

whether a hierarchically higher or lower prosodic phrase will be the chunk to be

planned by the speaker. A likely factor is individual differences. Swets et al. (2007)

for example showed that individual differences influence prosodic phrasing in silent

reading. Readers with a low working memory had a greater tendency to break up

larger chunks of text into smaller chunks than readers with a high working memory.

These findings could be due to a difference in planning scope. Petrone et al. (2011)

show that working memory span affects the scope of planning, as evidenced in phrase

initial F0, again indicating an effect of individual differences. Simultaneous cognitive

demands on the speaker could also have an impact such that the chunks to be planned

at a time become smaller.
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Thus when phrases are shorter (as in Experiment 2) speakers plan the

whole post-boundary phrase and do not chunk it into smaller planning

units. In this case then, the prosodically more complex phrases lead

to longer planning time as there is more structure to be planned. On

this analysis, prosodic structure interacts with phrase length in hetero-

geneous ways. For very long phrases, speakers use hierarchically lower

phrases to determine the planning chunk, but when the phrases are

shorter, hierarchically higher phrases determine the chunk to be planned

(Figure 6).

3.3 Experiment 3

3.3.1 Goals

This study examines how pause duration is affected by prosodic struc-

ture in strings of numbers. The goal is to examine the scope of planning

in a string that is more difficult to plan due to the near absence of se-

mantic meaning and syntactic structure.

3.3.2 Design and materials

Four strings were constructed to measure the effect of prosodic struc-

ture on pause duration.3 As in Experiment 1, the independent vari-

ables were a) the complexity of the pre-boundary phrase (whether the

pre-boundary phrase was branching into two prosodic phrases or not)

and b) the complexity of the post-boundary phrase (whether the post-

boundary phrase was branching into two prosodic phrases or not). As

in the first study, the branching and non-branching strings consisted of

28 syllables, and the branching was targeted at the 14th syllable. One

number string was constructed for each condition. Subjects saw each

number string both as a number (as in 1a) and spelled out, as shown in

(1b). It was assumed that reading the numbers just by themselves would

be too difficult, therefore the subjects were asked to look at the numbers

(as in 1a) first, but to read aloud the numbers written as words (as in 1b).

In order to induce the prosodic branching, the branching number strings

were visually grouped, and when spelled out, they were connected with

3 I would like to thank Jean-Roger Vergnaud for suggesting this experiment.
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"and". Thus for example the ’branching # non-branching’ condition was

as given in (1a/1b). In (1a) the first line is the pre-boundary branching

condition, and the second line is the post-boundary nonbranching con-

dition. The branching occurs before "772 308" in the string in (1a), and

in the spelled version in (1b) before "and". To avoid additional branch-

ing, the complete pre-boundary line, and the complete post-boundary

condition on the second line (not as represented below, where the pre-

and post-boundary condition didn’t fit on one line each). The measured

pause was, as in the previous experiments, between the pre- and the

post-boundary condition. In the example below, the pause was between

the number "eight" of the pre-boundary phrase and the number "one" of

the post-boundary phrase. All pre-boundary phrases ended in a voice-

less stop, and all post-boundary phrases started with a vowel. Each

utterance was repeated three times and the data were randomized in

blocks of four utterances, for a total of 12 utterances per subject.

(1a) Branching # non-branching utterance presented as numbers

952 469 772 308

177 977 797

(1b) Branching # non-branching utterance presented as words

nine hundred fifty two thousand four hundred sixty nine and

seven hundred seventy two thousand three hundred eight

one hundred seventy seven million nine hundred seventy seven

thousand seven hundred ninety seven

3.3.3 Subjects, recording, and analyses

Data for 14 subjects (seven dyads) were collected. The synchronous

speech paradigm was used in this study as well. The recording proce-

dure, the pause duration measurements, the data pooling process, and

the statistical analysis were the same as in Experiment 1.

As in the previous experiments, a prosodic analysis (the ToBI labeling

system, see Beckman and Elam, 1997) was used to verify that subjects

produced the targeted prosodic structure. The analysis showed that
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all utterances were produced with the anticipated prosody (branching

structures were produced as two IPs, the non-branching ones as one

IP), but, in addition, all utterances had IPs branching into intermediate

phrases. The nonbranching utterances were thus produced as branching

structures as well.

3.3.4 Results

The results showed that there were no effects of prosodic complexity.

This leads to the question whether number strings are planned differ-

ently than other utterances, such that prosodic structure does not have

an effect on planning. We suggest that the difference between strings

of numbers and regular utterances is not as surprising as it might seem

at first: A string of unrelated numbers not connected conceptually, and

with an impoverished syntactic structure, is cognitively more demand-

ing than a coherent sentence. In this case then, speakers might be pro-

ducing speech more incrementally, i.e., they might use smaller chunks

for planning. If we assume that prosodic constituents are not qualita-

tively different for purposes of planning, any prosodic constituent could

be used to chunk speech into planning units. In the case of cognitively

demanding tasks, as numbers most likely are, speakers might choose to

plan an ip, and not an IP. Since all utterances in Experiment 3 were pro-

duced with ip-branching, if subjects planned ip rather than IP phrases,

the lack of effect can be accounted for.

3.4 Experiment 4

3.4.1 Goals

It is known that boundary strength is affected by properties of phrases

immediately adjacent to the boundary (e.g., by phonological length, syn-

tactic structure, and, as has been established in the previous studies, by

prosodic structure). What is not well understood is the influence that

phrases further away from the boundary have on pause duration. The

goal of the last study is to examine local and distant effects of prosodic

phrase length on boundary strength (see Krivokapić, 2010, for further

details of the experiment). The larger goal is to examine incrementality

in speech production, as it relates to prosodic planning.
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In a study examining word planning effects, Griffin (2003) found that in

a two word sequence, when a short word precedes a long word, speech

onset occurs later than when the first word is also long. Griffin (2003) in-

terprets these findings as indicating that in the short-long sequence the

first word is not immediately articulated when planned, but buffered

while the second word is being sufficiently prepared (enough to avoid

disfluency). In the long-long sequence, the first word is immediately ar-

ticulated, as there will be enough time for the preparation of the second

word during the production of the first (cf. also Ferreira, 1991).

A second line of research finds that distant prosodic boundaries affect

boundary strength in both production and perception (e.g., Wagner, 2005;

Schafer, 1997; Carlson et al., 2001; Clifton et al., 2002; Jun, 2003). A

study by Frazier et al. (2004) has found that the naturalness in prosodic

boundary production (as judged by listeners) depends not just on the

strength of a specific boundary but also on the strength of surrounding

boundaries. Studies by Schafer (1997); Carlson et al. (2001); Clifton et al.

(2002); Jun (2003) have shown that listeners’ interpretation of boundary

strength depends on the boundary strength of surrounding boundaries,

indicating that global prosodic structure guides listeners’ interpretation.

Given such distant effects, and the fact that speakers may plan more

than one structural unit at a time, the question arises whether more than

one prosodic phrase might be planned as well - at least to some degree

- before speech onset. Experiment 4 examines the effect of the length of

the first and the second post-boundary IP on pause duration.

3.4.2 Design and materials

The study was a two factor design: a) post-boundary length (short or

long) of the first IP following a target pause and b) post-boundary length

(short or long) of the second, more distant IP following the pause. The

factors were crossed, yielding four conditions. The dependent variable

was the pause before the first post-boundary phrase (see Table 1). Note

that it was not possible to systematically vary phrase length while keep-

ing overall post-boundary length constant. In order to control for the

overall length of the post-boundary phrase, the duration of the second

phrase varied, depending on whether the first phrase was two or four

syllables, as seen in Table 1. To eliminate pre-boundary effects, the pre-
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boundary sentence was always the same ("Bob was buying books for

Sam"), and was seven syllables long. There were six utterances for each

of the four conditions and twelve repetitions of each utterance, for a to-

tal of 288 utterances per subject. An example for each of the conditions

is given in Table 1.

Table 1: Experimental conditions with one example utterance. The comma separates

the two post-boundary IPs (as verified in the ToBI transcription). The pre-boundary

phrase was always "Bob was buying books for Sam". # indicates the measured pause.

Post-boundary phrase (IP1, IP2)

Short first phrase, short second phrase (2 + 10 syllables)

# Zack sang, claiming that this would help him choose the books.

Short first phrase, long second phrase (2 + 16 syllables)

# Zack sang, claiming that this would help him choose the

best children’s book in the store.

Long first phrase, short second phrase (4 + 8 syllables)

# Zack sang loudly, claiming that this would be helpful.

Long first phrase, long second phrase (4 + 14 syllables)

# Zack sang loudly, claiming that this would help him

choose the best book in the store.

3.4.3 Subjects, recording, and analyses

Data from 14 subjects (seven dyads) were collected. The synchronous

speech paradigm was used in this experiment as well. The recording

procedure and prosodic analysis were the same as described in Exper-

iment 1. Pause duration was measured from the end of voicing for

the nasal stop closure of the pre-boundary phrase (pause onset) to the

beginning of voicing or frication for the phrase-initial segment (pause

end), depending on what the first post-boundary segment was (the post-

boundary phrase started with one of the following: [z, m, ô, s, l, n]). The

duration of the pause was averaged between the two speakers of each

dyad.
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A two-factor ANOVA was performed on these data for each dyad sep-

arately testing the effect of the two factors: 1) length of the first post-

boundary IP (with the two levels: short and long) and 2) length of the

second post-boundary IP (with the two levels: short and long) and their

interaction. If the results of the individual dyads patterned in the same

manner, the dyads were pooled, as described in Experiment 1. Signifi-

cance for all tests was set at p<0.05.

3.4.4 Results and discussion

For the pooled data, the results show that both the first and the second

post-boundary phrase had an effect, such that longer phrases lead to

longer pause duration (first post-boundary IP: F(1,2009)= 9.043, p=.0027;

second post-boundary IP: F(1,2009)= 10.521, p=.0012), shown in Figure

7. Thus both the local and the more distant phrase had an effect on pause

duration. The same pattern obtained for the individual dyads, though

the effects did not reach significance.
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Figure 7: Effects of length of the first and second post-boundary IP on the duration

of the pause (z-scores and standard errors) for all dyads pooled. Z-scores above 0

represent durations longer than the dyads’ average pause duration, and z-scores below

0 durations shorter than the average duration.

The results indicate that speakers plan quite far ahead, since at speech

onset they have planned, at least to some extent, the two post-boundary

IPs. Note that we cannot say that in this case speakers select the hi-

erarchically higher IP (rather than the hierarchically lower IP) and are

thus planning the whole post-boundary phrase, as we suggested for the
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results in Experiment 2. If that were the case we would not expect to

see the effects of the individual post-boundary phrases. Thus, the ex-

periment provides further evidence that prosodic phrases determine the

chunk to be planned by the speaker.

4 Discussion

The preceding studies examined the influence of phrase length and pro-

sodic structure on pause duration in a variety of contexts. Phrase length

was found to have an effect such that longer phrases lead to longer

pauses. For prosodic structure it was found that depending on the length

of the post-boundary phrase, prosodic structure impacts pause dura-

tion differently. For longer phrases, a complex structure leads to shorter

pauses (Experiment 1), while for shorter phrases, a more complex struc-

ture leads to longer pauses (Experiment 2). No effect of IP branching

was found in Experiment 3. Experiment 4 found both local and global

effects of prosodic structure on pause duration.

The results of the experiments show that speakers have a fairly large

lookahead in speech planning. At the time of the post-boundary phrase

initiation, speakers were aware of the prosodic branching occurring at

the third, fifth, seventh, and even 14th syllable after the boundary, and

Experiment 4 provided evidence that speakers plan not only the first but

also the second post-boundary phrase before speech onset. Note that

the experimental paradigm used in these studies reduces the amount of

planning needed for the sentences, in that reading and repetition most

likely ease the planning load (see also Ferreira, 1991, 2007). Thus speak-

ers in these experiments likely have a larger lookahead than speakers

usually do. But importantly, the results show that speakers are capable

of a large lookahead.

This large lookahead provides further evidence that speech production

is not, in Ferreira and Swets (2002)’ terminology, architecturally incre-

mental. Speakers do not start speaking as soon as a minimal production

unit is ready. Rather, speakers plan a large chunk–to a certain degree at

least–before they start articulating.

This large lookahead is compatible with Keating and Shattuck-Hufna-

gel’s (2002) "prosody-first", but not with Levelt’s (1989) "prosody-last"
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approach. Thus we will assume Keating and Shattuck-Hufnagel’s (2002)

model, in which speakers, based largely on the syntactic structure, build

a rough prosodic structure before phonological encoding. We suggest

that prosodic structure then chunks the upcoming material into phrases

that will be planned (phonologically and phonetically encoded) by the

speaker before speech onset. The phonological length of the prosodic

phrase (in number of syllables, or some other indicator of length), will

then determine the time it will take the speaker to encode the upcom-

ing phrase. The time needed will be reflected in the duration of the

pause preceding the phrase. Any prosodic category (ip or IP) can be

the chunk to be planned, and which category is selected will depend

on the cognitive load of the upcoming material. For very long utter-

ances a hierarchically lower category might be selected, thus chunking

the utterance into smaller planning units, as was seen in Experiment

1. For shorter utterances a hierarchically higher category might be se-

lected, since the utterance is already short enough for planning pur-

poses, as in Experiment 2. In line with this suggestion, there was no

effect of prosodic structure when the utterances were strings of numbers

(Experiment 3). It was argued that these semantically and syntactically

impoverished strings are cognitively demanding and that for that rea-

son a hierarchically lower phrase (an ip) is selected for encoding. Since

all utterances were branching into ip-s, there was no effect of prosodic

branching. Also, as mentioned before, speakers under different circum-

stances might have a smaller scope of planning than the participants in

these studies. Consequently, speakers might typically use hierarchically

lower prosodic categories to determine the chunk to be processed (for

example a lower IP, or an intermediate phrase).

5 Conclusion

The preceding studies have shown that phrase length has an effect on

speech planning times (as instantiated in pause duration) both locally

and globally, such that longer phrases lead to longer planning time.

Speakers have been found to be able to plan their production at least

two Intonation Phrases ahead, supporting the idea from Ferreira and

Swets (2002) that speech production is not architecturally (strongly) in-
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cremental and supporting a prosody-first approach (as in Keating and

Shattuck-Hufnagel, 2002). Prosodic complexity was found to have an ef-

fect on speech planning time, such that for longer phrases, prosodically

complex structures lead to shorter pauses, while for shorter phrases, a

complex structure leads to longer pauses. It was argued that prosodic

phrasing serves to chunk the upcoming material into planning units,

and that prosodic constituents of any category can serve this purpose.

Whether a hierarchically higher or lower prosodic phrase is selected as

a planning unit will depend on the length and difficulty of the upcom-

ing material. The phonological length (in syllables) of that phrase will

determine how long the time to encode it will be.
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