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Language is essentially human. It is the crowning accomplishment of our social 
and cognitive competences. Language bridges society and cognition. It is a dis-
tributed emergent phenomenon. People and language create each other, grow 
from each other, and act and change under the influence of the other. Language 
and cognition are mutually inextricable; they determine each other. Language 
has come to represent the world as we know it; it is grounded in our perceptual 
experience. Language is used to organize, process, and convey information, from 
one person to another, from one embodied mind to another. Learning language 
involves determining structure from usage and this, like learning about all other 
aspects of the world, involves the full scope of cognition: the remembering of 
utterances and episodes, the categorization of experience, the determination of 
patterns among and between stimuli, the generalization of conceptual schema 
and prototypes from exemplars, and the use of cognitive models, metaphors, 
analogies, and images in thinking. Language is used to focus the listener’s atten-
tion to the world; it can foreground different elements in the theatre of conscious-
ness to potentially relate many different stories and perspectives about the same 
scene. What is attended is the focus of learning, and so attention controls the 
acquisition of language itself. The functions of language in discourse determine 
its usage and learning. Language structure, language acquisition, language pro-
cessing and usage, and language change are similarly inseparable: they are facets 
of the same complex adaptive system (Beckner et al., 2009).

These are some of the multiple perspectives importantly represented with-
in usage-based approaches to language (Behrens, 2009; Bybee, 2010; Ellis, 
O’Donnell, & Römer, 2012; Robinson & Ellis, 2008b; Tomasello, 2003; Trous-
dale  & Hoffmann, 2013) which hold that we learn language while engaging in 
the “interpersonal communicative and cognitive processes that everywhere and 
always shape language” (Slobin, 1997). Coming as I do from a background in cog-
nitive processes, I will start from Cognition. 
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1  Cognition
Some of the basic Cognitive Linguistic tenets of Usage-based approaches and Con-
struction Grammar, many of them explicitly addressed in the beginnings by de 
Saussure (1916), are: 

 – Language is intrinsically symbolic, constituted by a structured inventory of 
constructions as conventionalized form-meaning pairings used for communi-
cative purposes. 

 – Language is intrinsically linked to human cognition and processes of percep-
tion, attention, learning, categorization, schematization, and memory. 

 – Adult language knowledge consists of a continuum of linguistic constructions 
of different levels of complexity and abstraction. Constructions can comprise 
concrete and particular items (as in words and idioms), more abstract classes 
of items (as in word classes and abstract constructions), or complex combi-
nations of concrete and abstract pieces of language (as mixed constructions). 
No rigid separation exists between lexis and grammar.

 – Constructions may be simultaneously represented and stored in multiple 
forms, at various levels of abstraction (e.g., concrete item: table+s = tables 
and [Noun] + (morpheme +s) = plural things). 

 – Constructions can thus be meaningful linguistic symbols in their own right, 
existing independently of particular lexical items. Nevertheless, construc-
tions and the particular lexical tokens that occupy them attract each other, 
and grammar and lexis are inseparable.

 – Language structure emerges ontogenetically from usage in particular con-
texts. Development is slow and gradual, moving from an initial reliance on 
concrete items to more abstract linguistic schemata. This process is depen-
dent on the type and token frequencies with which particular constructions 
appear in the input. Storage of wholes depends on token frequency, the 
development of abstract linguistic schema depends on type frequency.

These issues are all current in cognitive scientific investigations of language, 
learning and categorization. Since language learning is about learning the cate-
gories of language, the categories of the world, and the mappings between these, 
constructionist accounts of language acquisition thus involve the distributional 
analysis of the language stream and the parallel analysis of contingent perceptual 
activity, with abstract constructions being learned from the conspiracy of con-
crete exemplars of usage following statistical learning mechanisms (Rebuschat & 
Williams, 2012) relating input and learner cognition. Psychological analyses of 
this learning of constructions as form-meaning pairs is informed by the literature 
on the associative learning of cue-outcome contingencies where the usual deter-
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minants include: factors relating to the form such as frequency and salience; 
factors relating to the interpretation such as significance in the comprehension of 
the overall utterance, prototypicality, generality, redundancy, and surprise value; 
factors relating to the contingency of form and function; and factors relating to 
learner attention, such as automaticity, transfer, overshadowing, and blocking 
(Ellis, 2002, 2003, 2006c, 2008c). These various psycholinguistic factors conspire 
in the acquisition and use of any linguistic construction:

1.1  Determinants of Construction Learning

1.1.1  Input Frequency 

1.1.1.1  Construction Frequency
Frequency of exposure promotes learning and entrenchment (e.g., Anderson, 
2000; Bartlett, [1932] 1967; Ebbinghaus, 1885). Learning, memory and perception 
are all affected by frequency of usage: the more times we experience something, 
the stronger our memory for it, and the more fluently it is accessed. The more 
recently we have experienced something, the stronger our memory for it, and 
the more fluently it is accessed [hence your reading this sentence more fluently 
than the preceding one]. The more times we experience conjunctions of features, 
the more they become associated in our minds and the more these subsequently 
affect perception and categorization; so a stimulus becomes associated to a 
context and we become more likely to perceive it in that context. 

Frequency of exposure also underpins statistical learning of categories 
(Harnad, 1987; Hunt & Aslin, 2010; Lakoff, 1987; Mintz, 2002; Taylor, 1998). Human 
categorization ability provides the most persuasive testament to our incessant 
unconscious figuring or ‘tallying’ (Ellis, 2002). We know that natural catego-
ries are fuzzy rather than monothetic. Wittgenstein’s (1953) consideration of the 
concept game showed that no set of features that we can list covers all the things 
that we call games, ranging as the exemplars variously do from soccer, through 
chess, bridge, and poker, to solitaire. Instead, what organizes these exemplars 
into the game category is a set of family resemblances among these members – 
son may be like mother, and mother like sister, but in a very different way. And we 
learn about these families, like our own, from experience. Exemplars are similar 
if they have many features in common and few distinctive attributes (features 
belonging to one but not the other); the more similar are two objects on these 
quantitative grounds, the faster are people at judging them to be similar (Tversky, 
1977) . The greater the token frequency of an exemplar, the more it contributes 
to defining the category, and the greater the likelihood it will be considered the 
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prototype. The operationalization of this criterion predicts the speed of human 
categorization performance – people more quickly classify as dogs Labradors (or 
other typically sized, typically colored, typically tailed, typically featured speci-
mens) than they do dogs with less common features or feature combinations like 
Shar Peis or Neapolitan Mastiffs. Prototypes are judged faster and more accu-
rately, even if they themselves have never been seen before – someone who has 
never seen a Labrador, yet who has experienced the rest of the run of the canine 
mill, will still be fast and accurate in judging it to be a dog (Posner & Keele, 1970) . 
Such effects make it very clear that although people don’t go around consciously 
counting features, they nevertheless have very accurate knowledge of the under-
lying frequency distributions and their central tendencies. 

1.1.1.2  Type and Token Frequency
Token frequency counts how often a particular form appears in the input. Type 
frequency, on the other hand, refers to the number of distinct lexical items that 
can be substituted in a given slot in a construction, whether it is a word-level con-
struction for inflection or a syntactic construction specifying the relation among 
words. For example, the “regular” English past tense -ed has a very high type 
frequency because it applies to thousands of different types of verbs, whereas the 
vowel change exemplified in swam and rang has much lower type frequency. The 
productivity of phonological, morphological, and syntactic patterns is a function 
of type rather than token frequency (Bybee & Hopper, 2001). This is because: (a) 
the more lexical items that are heard in a certain position in a construction, the 
less likely it is that the construction is associated with a particular lexical item 
and the more likely it is that a general category is formed over the items that occur 
in that position; (b) the more items the category must cover, the more general 
are its criterial features and the more likely it is to extend to new items; and (c) 
high type frequency ensures that a construction is used frequently, thus strength-
ening its representational schema and making it more accessible for further use 
with new items (Bybee, 2010). In contrast, high token frequency promotes the 
entrenchment or conservation of irregular forms and idioms; the irregular forms 
only survive because they are high frequency. There is related evidence for type-
token matters in statistical learning research (Aslin & Newport, 2012; Gómez, 
2002; Onnis, Monaghan, Christiansen, & Chater, 2004). 

1.1.1.3  Zipfian Distribution
In natural language, Zipf’s law (Zipf, 1935) describes how the highest frequency 
words account for the most linguistic tokens. Zipf’s law states that the frequency 
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of words decreases as a power function of their rank in the frequency table. If 
pf is the proportion of words whose frequency in a given language sample is f, 
then pf ~ f –γ, with γ ≈ 1. Zipf showed this scaling law holds across a wide variety 
of language samples. Subsequent research provides support for this law as a 
linguistic universal. Many language events across scales of analysis follow his 
power law: phoneme and letter strings (Kello & Beltz, 2009), words (Evert, 2005), 
grammatical constructs (Ninio, 2006; O’Donnell & Ellis, 2010), formulaic phrases 
(O’Donnell & Ellis, 2009) etc. Scale-free laws also pervade language structures, 
such as scale-free networks in collocation (Bannard & Lieven, 2009; Solé, Murtra, 
Valverde, & Steels, 2005), in morphosyntactic productivity (Baayen, 2008), in 
grammatical dependencies (Ferrer i Cancho & Solé, 2001, 2003; Ferrer i Cancho, 
Solé, & Köhler, 2004), and in networks of speakers, and language dynamics such 
as in speech perception and production, in language processing, in language 
acquisition, and in language change (Ellis, 2008a; Ninio, 2006). Zipfian covering, 
where, as concepts need to be refined for clear communication, they are split, 
then split again hierarchically [e.g., animal, canine, dog, retriever, labrador…], 
determines basic categorization, the structure of semantic classes, and the lan-
guage form-semantic structure interface (Manin, 2008; Steyvers & Tennenbaum, 
2005). Scale-free laws pervade both language structure and usage. More broadly 
still, power law behavior like this has been shown to apply to a wide variety of 
structures, networks, and dynamic processes in physical, biological, technologi-
cal, social, cognitive, and psychological systems of various kinds (e.g. magni-
tudes of earthquakes, sizes of meteor craters, populations of cities, citations of 
scientific papers, number of hits received by web sites, perceptual psychophysics, 
memory, categorization, etc.) (Kello et al., 2010; Newman, 2005). It has become a 
hallmark of Complex Systems theory. Zipfian scale-free laws are universal. Com-
plexity theorists suspect them to be fundamental, and are beginning to inves-
tigate how they might underlie language processing, learnability, acquisition, 
usage and change (Beckner et al., 2009; Ellis & Larsen-Freeman, 2009a; Ferrer i 
Cancho & Solé, 2001, 2003; Ferrer i Cancho et al., 2004; Solé et al., 2005). Various 
usage-based / functionalist / cognitive linguists (Bybee, 2008; Ellis, 2008b; Ellis 
et al., 2012; Goldberg, 2006; Lieven & Tomasello, 2008) argue that it is the coming 
together of these distributions across linguistic form and linguistic function that 
makes language robustly learnable despite learners’ idiosyncratic experience.

In first language acquisition, Goldberg, Casenhiser & Sethuraman (2004) 
demonstrated that there is a strong tendency for verb-argument constructions 
(VACs) (e.g. VL verb locative, VOL verb object locative, and VOO ditransitive) to 
be occupied by one single verb (e.g. go in VL, put in VOL, give in VOO, etc.) with 
very high frequency in comparison to other verbs used, a profile which closely 
mirrors that of the mothers’ speech to these children. They argue that this pro-
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motes language acquisition: In the early stages of learning categories from exem-
plars, acquisition is optimized by the introduction of an initial, low-variance 
sample centered upon prototypical exemplars. This low variance sample allows 
learners to get a fix on what will account for most of the category members, with 
the bounds of the category being defined later by experience of the full breadth of 
exemplar types. Ogden and Ellis (2014) confirm this in an analysis of the English 
language data in the CHILDES database (MacWhinney, 2000). In naturalistic 
second language (L2) acquisition, Ellis and Ferreira-Junior (2009b) investigated 
type/token distributions in the items comprising the linguistic form of English 
VACs and likewise showed that VAC verb type/token distribution in the input is 
Zipfian and that learners first acquire the most frequent, prototypical and generic 
exemplar.

1.1.2  Linguistic Form (salience and perception)

The general perceived strength of stimuli is commonly referred to as their 
salience. Low salience cues tend to be less readily learned. Ellis (2006c, 2006d) 
summarized the associative learning research demonstrating that selective atten-
tion, salience, expectation, and surprise are key elements in the analysis of all 
learning, animal and human alike. As the Rescorla-Wagner (1972) model encap-
sulates, the amount of learning induced from an experience of a cue-outcome 
association depends crucially upon the salience of the cue and the importance 
of the outcome.

Many grammatical meaning-form relationships, particularly those that are 
notoriously difficult for second language learners like grammatical particles and 
inflections such as the third person singular -s of English, are of low salience 
in the language stream. For example, some forms are more salient: ‘today’ is a 
stronger psychophysical form in the input than is the morpheme ‘-s’ marking 3rd 
person singular present tense, thus while both provide cues to present time, today 
is much more likely to be perceived, and -s can thus become overshadowed and 
blocked, making it difficult for second language learners of English to acquire 
(Ellis, 2006d, 2008a; Ellis & Sagarra, 2011; Goldschneider & DeKeyser, 2001)

1.1.3  Function (Embodiment and Perceptual Memories) 

Rosch, Mervis, Gray, Johnson and Boyes-Braem (1976) showed how basic catego-
ries, those that carry the most information in clustering the things of the world, 
are those whose members possess significant numbers of attributes in common, 
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are visually imageable with similar shapes, and have associated motor programs 
which are similar to one another. Basic categories are also those which are the 
most codable (naming is faster), most coded, and are most frequently utilized. 
Children acquire basic-category terms like dog, hammer, apple earlier than 
they do their superordinates animal, tool, fruit, or subordinates collie, ball-peen 
hammer, Granny Smith. Arguably, it is the reliable coming-together of visual and 
motor perceptual experience along with frequent and highly-contingent labels, 
which makes these nouns reliably and robustly learnable. 

Cognitive linguistics, particularly construction grammar, has since extended 
these ideas to language as a whole. Meanings are perceptually grounded in our 
sensory and motor imagery systems (Barsalou, 1999, 2008; Bergen & Chang, 
2012). It is not just that nouns typically relate to the things of the world, but, 
because language has emerged to describe our experiences of the world, so whole 
sentences are used to describe the doings of the referents of nouns in our world of 
experiences. Linguistic constructions which correspond to basic sentence types 
encode as their prototypical senses event types that are basic to human experi-
ence – those of something moving, something being in a state, someone causing 
something, someone possessing something, something causing a change of state 
or location, someone causing a change of possession, something undergoing a 
change of state or location, something having an effect on someone, etc. (Croft, 
2001, 2012; Goldberg, 1995; Levin, 1993). 

1.1.4  Function (Attention)

The prominence of particular aspects of the scene and the perspective of the inter-
nal observer (i.e. the attentional focus of the speaker and the intended attentional 
focus of the listener) are key elements in determining regularities of association 
between elements of visuo-spatial experience and elements of phonological form. 
How exactly a given meaning is construed depends in large parts on where the 
language user’s attention is being directed. Talmy (2000) describes the building 
blocks of the attentional system of language; each of around 50 building blocks, 
or factors, involves a particular linguistic mechanism that increases or decreases 
attention of a certain type of linguistic entity. Learning a language, then, means 
learning these various attention-directing mechanisms, which requires L1 learn-
ers to develop an attentional system in the first place, and L2 learners to recon-
figure the attentional biases of having acquired their first language. In language 
comprehension, abstract linguistic constructions (like locatives, datives, and pas-
sives) guide the listener’s attention to a particular perspective on a scene while 
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backgrounding other aspects (Langacker, 1987; MacWhinney, 1998, 1999a; Talmy, 
2000; Taylor, 2002). 

1.1.5  Function (Prototypicality of Meaning) 

Categories have graded structure, with some members being better exemplars 
than others. As we described in relation to frequency effects, in the prototype 
theory of concepts (Rosch & Mervis, 1975; Rosch et al., 1976), the prototype as 
an idealized central description is the best example of the category, appropri-
ately summarizing the most representative attributes of a category. As the typical 
instance of a category, it serves as the benchmark against which surrounding, 
less representative instances are classified. 

Ellis & Ferreira-Junior (2009a) show that the verbs that L2 learners first used 
in particular VACs are prototypical and generic in function (go for VL, put for 
VOL, and give for VOO). The same has been shown for child language acquisition, 
where a small group of semantically general verbs, often referred to as light verbs 
(e.g., go, do, make, come) are learned early (E. V. Clark, 1978; Ninio, 1999; Pinker, 
1989). Ninio (1999) argues that, because most of their semantics consist of some 
schematic notion of transitivity with the addition of a minimum specific element, 
they are semantically suitable, salient, and frequent; hence, learners start transi-
tive word combinations with these generic verbs. Thereafter, as Clark describes, 
“many uses of these verbs are replaced, as children get older, by more specific 
terms…. General purpose verbs, of course, continue to be used but become pro-
portionately less frequent as children acquire more words for specific categories 
of actions” (p. 53). 

1.1.6  Interactions between these (Contingency of Form-Function Mapping)

Psychological research into associative learning has long recognized that while 
frequency of form is important, so too is contingency of mapping (Shanks, 1995). 
Consider how, in the learning of the category of birds, while eyes and wings are 
equally frequently experienced features in the exemplars, it is wings which are 
distinctive in differentiating birds from other animals. Wings are important fea-
tures to learning the category of birds because they are reliably associated with 
class membership, eyes are neither. Raw frequency of occurrence is less impor-
tant than the contingency between cue and interpretation. Distinctiveness or reli-
ability of form-function mapping is a driving force of all associative learning, to 
the degree that the field of its study has been known as ‘contingency learning’ 
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since Rescorla (1968) showed that for classical conditioning, if one removed the 
contingency between the conditioned stimulus (CS) and the unconditioned (US), 
preserving the temporal pairing between CS and US but adding additional trials 
where the US appeared on its own, then animals did not develop a conditioned 
response to the CS. This result was a milestone in the development of learning 
theory because it implied that it was contingency, not temporal pairing, that gen-
erated conditioned responding. Contingency, and its associated aspects of pre-
dictive value, information gain, and statistical association, have been at the core 
of learning theory ever since. It is central in psycholinguistic theories of language 
acquisition too (Ellis, 2006c, 2006d; Gries, 2012; Gries & Stefanowitsch, 2004; 
MacWhinney, 1987b), with the most developed account for L2 acquisition being 
that of the Competition model (MacWhinney, 1987a, 1997, 2001a). 

Ellis and Ferreira-Junior (2009b) use a variety of metrics to show that VAC 
acquisition is determined by their contingency of form-function mapping. They 
show that the one-way dependency statistic ΔP (Allan, 1980) that is commonly 
used in the associative learning literature (Shanks, 1995), as well as collostruc-
tional analysis measures current in corpus linguistics (Gries & Stefanowitsch, 
2004; Stefanowitsch & Gries, 2003) predict effects of form-function contingency 
upon L2 VAC acquisition. Other researchers use conditional probabilities to inves-
tigate contingency effects in VAC acquisition. This is still an active area of inquiry, 
and more research is required before we know which statistical measures of form-
function contingency are more predictive of acquisition and processing (Wiech-
mann, 2008).

The primary motivation of construction grammar is that we must bring 
together linguistic form, learner cognition, and usage. An important consequence 
is that constructions cannot be defined purely on the basis of linguistic form, or 
semantics, or frequency of usage alone. All three factors are necessary in their 
operationalization and measurement. Psychology theory relating to the statisti-
cal learning of categories suggests that constructions are robustly learnable when 
they are (1) Zipfian in their type-token distributions in usage, (2) selective in their 
verb form occupancy, and (3) coherent in their semantics.

1.2  Evidence of these factors in L1 Construction Knowledge

Ellis, O’Donnell, and Römer (2014) used free association and verbal fluency tasks 
to investigate people’s knowledge of VACs and the ways in which their processing 
is sensitive to statistical patterns of usage (verb type-token frequency distribu-
tion, VAC-verb contingency, VAC-verb semantic prototypicality). In Experiment 1, 
285 native speakers of English (mostly students enrolled at a large mid-western 
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research university) generated the first word that came to mind to fill the V slot in 
40 sparse VAC frames such as ‘he __ across the….’, ‘it __ of the….’, etc. In Experi-
ment 2, 40 English speakers generated as many verbs that fit each frame as they 
could think of in a minute. For each VAC, they compared the results from the 
experiments with the corpus analyses of verb selection preferences in 100 million 
words of usage in the British National Corpus (BNC) and with the semantic 
network structure of the verbs in these VACs. 

For both experiments, the frequencies of verb types generated for each VAC 
were affected by three factors:
1. Frequency – verb token frequencies in those VACs in usage experience;
2. Contingency – how faithful verbs are to particular VACs in usage experience;
3. Semantic prototypicality – the centrality of the verb meaning in the semantic 

network of the VAC in usage experience.

Multiple regression analyses showed that these factors make significant indepen-
dent contributions. They argue that these factors affect processing in the genera-
tion fluency task as follows:
1. Effects of frequency of usage upon language learning and subsequent flu-

ency of linguistic processing reflect entrenchment and the power law of prac-
tice (Bybee, 2010; Bybee & Hopper, 2001; Ellis, 2002; MacWhinney, 2001b; 
Ninio, 2006). 

2. Effects of contingency reflect associative learning (Ellis, 2006c, 2006d; Mac-
Whinney, 1987b; MacWhinney, Bates, & Kliegl, 1984; Rescorla & Wagner, 
1972; Shanks, 1995) 

3. Effects of semantic prototypicality reflect spreading activation (Anderson, 
1983). The prototype has two advantages: The first is a frequency factor: the 
greater the token frequency of an exemplar, the more it contributes to defin-
ing the category, and the greater the likelihood it will be considered the pro-
totype (Rosch & Mervis, 1975; Rosch et al., 1976). Thus it is the response that 
is most associated with the VAC in its own right. But beyond that, it gets the 
network centrality advantage. When any response is made, it spreads activa-
tion and reminds other members in the set. The prototype is most connected 
at the center of the network and, like Rome, all roads lead to it. Thus it receives 
the most spreading activation. Likewise in social networks, individuals with 
high betweenness centrality are key agents in navigating the network – they 
mediate communication between most other individuals. 

These findings promote a usage-based view of L1 VAC processing involving rich 
associations, tuned by verb type and token frequencies and their contingencies of 
usage, which interface syntax, lexis, and semantics.
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1.3  Second language learning

1.3.1  Reconstructing a language, Transfer, Blocking, and Learned Attention

Usage-based second language acquisition (L2A) is typically less successful than 
first language acquisition. There is a lot of relearning to do, and a lot of interfer-
ence from learned attention to both L1 function and L1 form: As Slobin notes, “[f]
or the child, the construction of the grammar and the construction of semantic/
pragmatic concepts go hand-in-hand. For the adult, construction of the grammar 
often requires a revision of semantic/pragmatic concepts, along with what may 
well be a more difficult task of perceptual identification of the relevant morpho-
logical elements” (1993, p. 242). 

1.3.2  Rethinking L2 Semantic/Pragmatic Concepts

Languages lead their speakers to experience different ‘thinking for speaking’ 
and thus to construe experience in different ways (Slobin, 1996). Cross-linguis-
tic research shows how different languages lead speakers to prioritize different 
aspects of events in narrative discourse (Berman & Slobin, 1994). Because lan-
guages achieve these attention-directing outcomes in different ways, learning 
another language involves learning how to construe the world like natives of the 
L2, i.e., learning alternative ways of thinking for speaking (Brown & Gullberg, 
2008; Brown & Gullberg, 2010; Cadierno, 2008) or learning to ‘rethink for speak-
ing’ (Robinson & Ellis, 2008a). Transfer theories such as the Contrastive Analysis 
Hypothesis (Gass & Selinker, 1983; James, 1980; Lado, 1957, 1964) hold that L2 
learning can be easier where languages use these attention-directing devices in 
the same way, and more difficult when they use them differently. To the extent 
that the constructions in L2 are similar to those of L1, L1 constructions can serve 
as the basis for the L2 constructions, but, because even similar constructions 
across languages differ in detail, the acquisition of the L2 pattern in all its detail is 
hindered by the L1 pattern (Cadierno, 2008; Odlin, 1989, 2008; Robinson & Ellis, 
2008b).

1.3.3  Rethinking L2 Form

Naturalistic foreign language acquisition (FLA) tends to stabilize at levels short 
of nativelike ability. At its most extreme this can present itself as a ‘Basic Variety’ 
of interlanguage (Klein, 1998) which, although sufficient for everyday communi-
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cative purposes, predominantly comprises just nouns, verbs and adverbs, with 
closed-class items, in particular grammatical morphemes and prepositions, 
failing to be put to full nativelike use (Bardovi-Harlig, 1992; Schmidt, 1984; Van 
Patten, 1996, 2006). FL learners initially make temporal references mostly by use 
of temporal adverbials, prepositional phrases, serialization, and calendric refer-
ence, with the grammatical expression of tense and aspect emerging only slowly 
thereafter, if at all (Bardovi-Harlig, 1992, 2000). 

As discussed above in relation to Linguistic Form, one factor determining cue 
selection is salience: Prepositional phrases, temporal adverbs, and other lexical 
cues to time are quite pronounced in the speech stream. Verbal inflections are 
not (consider “yesterday I walked”). The low salience and low reliability of gram-
matical cues tends to make them less learnable (Ellis, 2006d; Goldschneider & 
DeKeyser, 2001), and could underlie late learners’ difficulty in processing and 
producing FL verbal morphology (Jiang, 2004). But salience and reliability affect 
L1A and FLA alike. There has to be something else which accounts for the limita-
tions in FLA. 

Associative learning theory documents a range of effects of transfer and inhi-
bition that shift learners’ attention to input as a result of prior experience. Kamin 
(1969) and Kruschke (2006) describe the phenomenon of blocking. Learning that 
a particular stimulus is associated with a particular outcome makes it harder to 
learn that another cue, subsequently paired with that same outcome, is also a 
good predictor of it. For example, if an animal learns that a conditioned stimu-
lus (CS) is a reliable predictor of an unconditioned stimulus (UCS) (e.g., that a 
light reliably predicts the onset of some painful stimulus such as a shock), then 
it will not become conditioned to another CS or learn that any other CS predicts 
that UCS (e.g., that a bell predicts the onset of the shock the same way the light 
did). The prior association essentially “blocks” further associations. Blocking is 
an effect of learned attention (Kamin, 1969; Kruschke & Blair, 2000; Mackintosh, 
1975). It is a highly robust and widespread phenomenon, occurring across animal 
and human learning (Rescorla & Wagner, 1972; Shanks, 1995; Wills, 2005).

Ellis (2006d) reviews the phenomenon as it might apply in second language 
acquisition. There are many situations in natural language where cues are redun-
dant (Schmidt, 2001; Terrell, 1991; Van Patten, 1996) and thus, as a consequence 
of blocking, might be less readily learned. Where a learners’ L1 experience has led 
them to look elsewhere for cues to interpretation, they might use these cues where 
available in FL, and if they do, the principles of associative learning predict that 
this will be to the detriment of learning other cues that might also be relevant. 
For example, L1-derived knowledge that there are reliable lexical cues to temporal 
reference (words like gestern, hier, ayer, yesterday) might block the acquisition of 
verb tense morphology from analysis of utterances such as Yesterday I walked. 
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Ellis and Sagarra (2010, 2011) describe a series of experimental investigations of 
this effect.

Various theories of SLA incorporate related notions of transfer and learned 
attention. The Competition Model (MacWhinney, 2001a; MacWhinney & Bates, 
1989; MacWhinney et al., 1984) was explicitly formulated to deal with competi-
tion between multiple linguistic cues to interpretation. Input Processing theory 
(Van Patten, 1996) includes the Lexical Preference Principle: “Learners will 
process lexical items for meaning before grammatical forms when both encode 
the same semantic information” (Van Patten, 2006, p. 118), which encapsulates 
the mounting evidence that FL learners prefer lexical to grammatical cues as 
well as the Preference for Nonredundancy Principle: “Learners are more likely 
to process nonredundant meaningful grammatical markers before they process 
redundant meaningful markers” (Van Patten, 2006, p. 119). The Associative-Cog-
nitive CREED (Ellis, 2006a, 2006b, 2006d, 2008c) describes the limited endstate 
typical of FLA directly in terms of learned attention, salience, overshadowing and 
blocking. 

The human mind is built to integrate new information in a way that is maxi-
mally compatible with established knowledge – consequently, L1-attuned expec-
tations and selective attention bias L2 acquisition.

2  Social
The nature of language follows from its role in social interaction. Social interac-
tions are typically characterized by what philosophers of action call shared coop-
erative activity (Bratman, 1992) or joint actions (H. H. Clark, 1996). Joint actions 
are dependent on shared cognition, a human being’s recognition that she can 
share beliefs and intentions with other humans. Thus usage-based approaches 
emphasize how language is learned from participatory experience of process-
ing language during embodied interaction in social and cultural contexts where 
individually desired outcomes are goals to be achieved by communicating inten-
tions, concepts and meaning with others. Conversation partners scaffold and co-
construct meanings. Socially scaffolded ‘noticing’ (Schmidt, 1990) solves Quine’s 
problem of ‘referential indeterminacy’ and builds so much more. The dynamics 
of language learning are inextricably linked to the dynamics of consciousness, in 
neural activity and in the social world as well (U. Frith & Frith, 2010). Conscious-
ness is co-constructed in social interaction (Ellis, 2005; C. Frith, 2010). In these 
ways the input to associative learning is socially gated (Kuhl, 2007).
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Quine (1960) argued that the robustness of language lies in the commonali-
ties of language usage:

“Each of us learns his [or her] language from other people, through the observable mouth-
ings of words under conspicuously inter-subjective circumstances. Linguistically, and 
hence conceptually, the things in sharpest focus are the things that are public enough to be 
talked of publicly, common and conspicuous enough to be talked of often, and near enough 
to sense to be quickly identified and learned by name; it is to these that words apply first 
and foremost”. (Quine, 1960, p. 1). 

“The uniformity that unites us in communication and belief is a uniformity of resultant 
patterns overlying a collective subjective diversity of connections between word and experi-
ence. Uniformity comes where it matters socially”. (Quine, 1960, p. 8).

Thus shared attention, shared cooperative activity, and shared cognition (C. 
Frith & Frith, 2012) are key to meaningful language usage. In their first two years, 
infants develop their capabilities of attention detection (gaze following), atten-
tion manipulation (directive pointing), intention understanding (the realization 
that others are goal-directed), and social coordination with shared intentional-
ity (engaging in joint activities with shared interest, negotiating meanings), and 
these processes are central in child language acquisition (Tomasello, 1999, 2008).

E. V. Clark (2014) analyzed the ways in which adults and children establish 
the ‘Common Ground’ that is necessary for the intersubjective circumstances of 
communication. She argues that children’s social experience of their surround-
ings and highly repetitive routines underpins knowledge of perceptual and con-
ceptual categories, and their participation in reciprocal games, object-exchanges, 
and proto-turn-taking, establish conceptual and social knowledge combined with 
a general attentiveness to the other in interaction. Establishing common ground 
requires joint attention, physical co-presence, and conversational co-presence. 
This, plus adult feedback when children express something in a non-conven-
tional fashion, shapes the language:

“Adult feedback consistently provides conventional forms, whether phonological or syntac-
tic, morphological or lexical. These are the forms that children need in order to understand 
the intentions of others, and to convey their own intentions and be understood. Mastery of 
these conventions plays a central role for common ground: knowledge of a language and its 
use offers extensive communal common ground with other users of that language and so 
allows for more extensive and detailed communication of both needs and interests. Finally, 
adult reformulations of child errors also attest to the importance of interaction for the acqui-
sition of language. It is in conversation that children master the conventions and so also 
learn how to use common ground.” (E. V. Clark, 2014, p. 21)
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Language and language learning is ever thus. Activity theory emphasizes how 
individual learning is an emergent, holistic property of a dynamic system com-
prising many influences, both social, individual, and contextual. Action provides 
a context within which the individual and society, mental functioning and socio-
cultural context can be understood as interrelated moments (Wertsch, 1998). Cog-
nitive mechanisms are culturally gated too. Tomasello’s constructionist approach 
to language unites with his research in comparative primate cognition, the 
unique place of social cooperation in humans, and the Vygotskian intelligence 
hypothesis whereby regular participation in cooperative, cultural interactions 
during ontogeny leads children to construct uniquely powerful forms of perspec-
tival cognitive representation including language itself (Moll & Tomasello, 2007). 

The same holds for second language acquisition. Speech, speakers, iden-
tity, and social relationships are inseparable (Lee, Mikesell, Joaquin, Mates,  & 
Schumann, 2009; Norton, 1997; Tarone, 2007). Socio-cultural approaches 
emphasize how learning takes place in social usage, involving action, reaction, 
collaborative interaction, intersubjectivity, and mutually assisted performance 
(Lantolf  & Thorne, 2006). Social-interactional approaches analyze how inter-
action provides comprehensible, negotiated input and reactive feedback (Gass, 
1997, 2002, 2003; Gass & Mackey, 2007; Long, 1982; Mackey, 2012). The provi-
sion of negative feedback such as a clarification request or a recast, promotes 
the development of language. Such focus-on-form (Long, 1991) presents learners 
with psycholinguistic data that is fertile and ready for acquisition because the 
contrast between the learners’ own erroneous utterance and the recast highlights 
the relevant element of the form at the same time that the desired meaning-to-
be-expressed is still active (Doughty, 2001; Doughty & Williams, 1998; Tomasello 
& Herron, 1988, 1989). Interaction in which participants’ attention is focused 
on resolving a communication problem and the consequent negotiation of form 
and meaning “connects input, internal learner capacities, particularly selective 
attention, and output in productive ways” (Long, 1996, p. 452). “Notice this” say 
conversation partners in their words and their actions, and thus a new wave of 
explicit analysis is initiated, with consequent benefits for the learner from native 
speakers and non-native speakers interactions alike (Gass, 1997, p. 107; Gass & 
Varonis, 1994; Long, 1996). 

In these ways, SLA can be freed from the bounds of L1-induced selective 
attention by some means of form-focus that is socially provided (Tarone, 1997) 
and that recruits the learner’s explicit processing (Ellis, 2005). The learner’s con-
scious tension between the conflicting forces of their current interlanguage pro-
ductions and the evidence of feedback (either linguistic, pragmatic, or metalin-
guistic) provides the means of socially scaffolded development. Focus-on-form is 
socially given and socially determined. 
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The associative learning and cognitive processes which compute symbolic 
constructions are embodied, attentionally- and socially-gated, conscious, dia-
logic, interactive, situated, and encultured. All these factors conspire dynami-
cally in the acquisition and use of linguistic constructions.

3  Future research directions
Usage-based theories hold that an individual’s creative linguistic competence 
emerges from the collaboration of the memories of all the meaningful interactions 
in their entire history of language usage. What then are some research priorities? 

From analyses of large usage corpora, we can analyze the latent structures 
of language and their roles in the associative and cognitive learning of language 
(Ellis et al., 2012). An important goal is an understanding of the interaction of 
memorized/formulaic language and productive schematic patterns (Ellis, 2012; 
Eskildsen, 2012). This is the stuff of cognitive psychology, associative learning 
theory, and corpus linguistics. But in addition to construction forms and their 
frequencies, there are their meanings, embodied, attended, consciously formed 
in dialogue and dialectic, situated and encultured in social and educational inter-
action. Here we have the embodied, dynamic mind of modern cognitive science 
(A. Clark, 1998; Rosch, Varela, & Thompson, 1991). 

If language learning is in the social cognitive linguistic moment, we need to 
capture all these moments, so that we can objectively study them. We need large 
dense longitudinal corpora of language use, with audio, video, transcriptions 
and multiple layers of annotation, for data sharing in open archives. We need 
these in sufficient dense mass that we can chart learners’ usage history and their 
development (Tomasello & Stahl, 2004). We need them in sufficient detail that we 
can get down to the fine detail of CA analyses of the moment (Kasper & Wagner, 
2011; Markee, 2008; Markee & Kunitz, 2013). MacWhinney has long been working 
towards these ends, first with CHILDES (MacWhinney, 1991), then with Talkbank 
(MacWhinney, 2007). These projects have developed variously CLAN tools for 
computer analyses of large bodies of data, right down to, in collaborations with 
Wagner, tools for a fine grained CABank (MacWhinney & Wagner, 2010). With 
these types of data, we can study the cognitive alongside the social. 

We need more collaboration and more methodological pluralism within SLA 
(Hulstijn et al., 2014). We need integrative theories too. Cognition, consciousness, 
experience, embodiment, brain, self, and human interaction, society, culture, 
and history are all inextricably intertwined in rich, complex, and dynamic ways 
in language. We require additional perspectives on dynamic interactions between 
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levels, perspectives provided by approaches such as Complex Adaptive Systems 
(Ellis & Larsen-Freeman, 2009b), Dynamic Systems Theory (de Bot, Lowie, & 
Verspoor, 2007; Ellis, 2008a; Spivey, 2006), and Emergentism (Ellis, 1998, 2014; 
Ellis & Larsen-Freeman, 2006; MacWhinney, 1999b; MacWhinney & O’Grady, in 
press).
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