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Introduction

This chapter considers the virtues and pitfalls of meta-analysis in general, before assessing the particular meta-analyses/syntheses in this collection, weighing their implications for our understanding of language learning. It begins by outlining the argument for meta-analytic research from rationality, from probability, and from the psychology of the bounds on human cognition. The second section considers the limitations of meta-analysis, both as it is generally practised and as it is exemplified here. Section 3 reviews the seven chapter syntheses. By properly summarizing the cumulative findings of that area of second language learning, each individually gives us an honest reflection of the current status, and guides us onwards by identifying where that research inquiry should next be looking. Taken together, these reviews provide an overview of second language learning and teaching, a more complex whole that usefully inter-relates different areas of study. For, as with all good syntheses, the whole emerges as more than the sum of the individual parts. 

1. Meta-analysis, Research Synthesis, and Human Cognition 

Our knowledge of the world grows incrementally from our experience. Each new observation does not, and should not, entail a completely new model or understanding of the world. Instead, new information is integrated into an existing construct system. The degree to which a new datum can be readily assimilated into the existing framework, or conversely that it demands accommodation of the framework itself, rests upon the congruence of the new observation and the old. Bayesian reasoning is a method of reassessing the probability of a proposition in the light of new relevant information, of updating our existing beliefs as we gather more data. Bayes’ Theorem (e.g., Bayes, 1763) describes what makes an observation relevant to a particular hypothesis and it defines the maximum amount of information that can be got out of a given piece of evidence. Bayesian reasoning renders rationality; it binds reasoning into the physical universe (Jaynes, 1996; Yudkowsky, 2003). There is good evidence that human implicit cognition, acquired over natural ecological sampling as natural frequencies on an observation by observation basis, is rational in this sense (Anderson, 1990, 1991a, 1991b; Gigerenzer & Hoffrage, 1995; Sedlmeier & Betsc, 2002; Sedlmeier & Gigerenzer, 2001).
The progress of science, too, rests upon successful accumulation and synthesis of evidence. Science itself is a special case of Bayes’ Theorem; experimental evidence is Bayesian evidence. Although from our individual perspectives, the culture and career structure of research encourages an emphasis on the new theoretical breakthrough, the individual researcher, and the citation-classic report, each new view is taken from the vantage of the shoulders of those who have gone before, giants and endomorphs alike. We educate our researchers in these foundations throughout their school, undergraduate, and postgraduate years. Yet despite these groundings, the common publication practice in much of applied linguistics, as throughout the social sciences, is for a single study to describe the ‘statistical significance’ of the data from one experiment as measured against a point null hypothesis (Morrison & Henkel, 1970). Sure, there is an introduction section in each journal article which sets the theoretical stage by means of a narrative review, but in our data analysis proper, we focus on single studies, on single probability values.
In our statistical analysis of these single studies, we do acknowledge the need to avoid Type I error, that is, to avoid saying there is an effect when in fact there is not one. But the point null hypothesis of traditional Fisherian statistics entails that the statistical significance of the results of a study are the product of the size of the effect and the size of the study; any difference, no matter how small, will be a significant difference providing that there are enough participants in the two groups (Morrison & Henkel, 1970; Rosenthal, 1991). So big studies find significant differences whatever. Conversely, the costs and practicalities of research, when compounded with the pressure to publish or perish, entail that small studies with concomitantly statistically insignificant findings never get written up. They languish unobserved in file drawers and thus fail to be integrated with the rest of the findings. Thus our research culture promotes Type II error whereby we miss effects that we should be taking into account, because solitary researchers often don’t have the resources to look hard enough, and because every research paper is an island, quantitatively isolated from the community effort. Traditional reporting practices therefore fail us in two ways: (i) significance tests are confounded by sample size and so fail as pure indicators of effect, and (ii) each empirical paper assesses the effects found in that one paper, with those effects quarantined from related research data that have been gathered before. 

One might hope nevertheless that the readers of each article will integrate the new study with the old, that human reasoning will get us by and do the cumulating of the research. Not so I’m afraid, or not readily at least. However good human reasoners might be at implicitly integrating single new observations into their system, they are very bad at explicitly integrating summarized data, especially those relating to proportions, percentages or probabilities. Given a summary set of new empirical data of the type typical in a research paper, human conscious inference deviates radically from Bayesian inference. There is a huge literature over the last 30 years of cognitive science demonstrating this, starting from the classical work of Kahneman and Tversky (1972). When people approach a problem where there's some evidence X indicating that hypothesis A might hold true, they tend to judge A's likelihood solely by how well the current evidence X seems to match A, without taking into account the prior frequency or probability of A (Tversky & Kahneman, 1982).  In this way human statistical/scientific reasoning is not rational because it tends to neglect the base rates, the prior research findings. “The genuineness, the robustness, and the generality of the base-rate fallacy are matters of established fact” (Bar-Hillel, 1980, p. 215). People, scientists, applied linguists, students, scholars, all are swayed by the new evidence and can fail to combine it properly, probabilistically, with the prior knowledge relating to that hypothesis. 

It seems then that our customary statistical methodologies, our research culture, our publication practices, and our tendencies of human inference all conspire to prevent us from rationally cumulating the evidence of our research! Surely we can do better than this. Surely we must.

As the chapters in this volume persuasively argue and illustrate, our research progress can be bettered by applying a Bayesian approach, a cumulative view where new findings are more readily integrated into existing knowledge. And this integration is not to be achieved by the mere gathering of prose conclusions, the gleaning of the bottom lines of the abstracts of our research literature into a narrative review. Instead we need to accumulate the results of the studies, the empirical findings, in as objective and data-driven a fashion as is possible. We want to take the new datum relating to the relationship between variable X and variable Y as an effect size (a sample-free estimate of magnitude of the relationship), along with some estimate of the accuracy or reliability of that effect size (a confidence interval [CI] about that estimate), and to integrate it into the existing empirical evidence. We want to decrease our emphasis on the single study, and instead evaluate the new datum in terms of how it affects the pooled estimate of effect size that comes from meta-analysis of studies on this issue to date. As the chapters in this volume also clearly show, this isn’t hard. The statistics are simple, providing they can be found in the published paper. There is not much simpler a coefficient than Cohen’s d, relating group mean difference and pooled standard deviation, or the point biserial correlation, relating group membership to outcome (Clark-Carter, 2003; Kirk, 1996). These statistics are simple and commutable, and their combination, either weighted or unweighted by study size, or reliability, or other index of quality, is simply performed using readily googled freeware or shareware, although larger packages can produce more options and fancy graphics that allow easier visualization and exploratory data analysis. 

And there are good guides to be had on meta-analytic research methods (Cooper, 1998; Cooper & Hedges, 1994; Lipsey & Wilson, 2001; Rosenthal, 1991; Rosenthal & DiMatteo, 2001). Rosenthal (1984) is the first and the best . He explains the procedures of meta-analysis in simple terms, and he shows us why in the reporting of our research we too should stay simple, stay close to the data, and emphasize description. Never, he says, should we be restricting ourselves to the use of F or chi square tests with degrees of freedom in the numerator greater that 1, because then, without further post-hocs, we cannot assess the size of a particular contrast. “These omnibus tests have to be overthrown!” he urges (Rosenthal, 1996). Similarly, he reminds us that “God loves the .06 nearly as much as the .05” (ibid.), exhorting the demise of the point null hypothesis, the dichotomous view of science. The closer we remain to the natural frequencies, the more we support the rational inference of our readers (Gigerenzer & Hoffrage, 1995; Sedlmeier & Gigerenzer, 2001), allowing a ‘new intimacy’ between reader and published data, permitting reviews that are no longer limited to authors’ conclusions, abstracts and text, and providing open access to the data themselves. Thus for every contrast, its effect size should be routinely published. The result is a science based on better synthesis with reviews that are more complete, more explicit, more quantitative, and more powerful in respect to decreasing Type II error. Further, with a sufficient number of studies there is the chance for analysis of homogeneity of effect sizes and the analysis and evaluation of moderator variables, thus promoting theory development. 

During my term as Editor of the journal Language Learning I became convinced enough of these advantages to act upon them. We published a number of high citation and even prize-winning meta-analyses (Blok, 1999; Goldschneider & DeKeyser, 2001; Masgoret & Gardner, 2003; Norris & Ortega, 2000), including that by the editors of this current collection. And we changed our instructions for authors to require the reporting of effect sizes:

 “The reporting of effect sizes is essential to good research. It enables readers to evaluate the stability of results across samples, operationalizations, designs, and analyses. It allows evaluation of the practical relevance of the research outcomes. It provides the basis of power analyses and meta-analyses needed in future research. This role of effect sizes in meta-analysis is clearly illustrated in the article by Norris and Ortega which follows this editorial statement.

Submitting authors to Language Learning are therefore required henceforth to provide a measure of effect size, at least for the major statistical contrasts which they report.” (N. C. Ellis, 2000a).

Our scientific progress rests on research synthesis, so our practices should allow us to do this well. Individual empirical papers should be publishing effect sizes. Literature reviews can be quantitative, and there is much to gain when they are. We might as well do a quantitative analysis as a narrative one, because all of benefits of narrative are found with meta-analysis, yet meta-analysis provides much more. The conclusion is simple: meta-analyses are Good Things.

There’s scope for more in our field. I think there’s probably enough research done to warrant some now in the following areas: (1) critical period effects in SLA, (2) the relations between working memory/short-term memory and language learning, (3) orders of morphosyntax acquisition in L1 and L2, (4) orders of morphosyntax acquisition in SLA and SLI, investigating the degree to which SLA mirrors specific language impairment, (5) orders of acquisition of tense and aspect in first and second acquisition of differing languages, summarizing work on the Aspect Hypothesis (Shirai & Andersen, 1995), (6) comparative magnitude studies of language learner aptitude and individual differences relating to good language learning, these being done following ‘differential deficit’ designs (Chapman & Chapman, 1973, 1978; N. C. Ellis & Large, 1987) putting each measure onto the same effect-size scale and determining their relative strengths of prediction. This is by no means intended as an exhaustive inventory, it is no more than a list of areas that come to my mind now as likely candidates.

2. Meta-analysis in Practice: 

Slips twixt cup and lip

However Good a Thing in theory, meta-analysis can have problems in practice. Many of these faults are shared with those generic “fruit drinks” that manufacturers ply as healthy fare for young children – they do stem from fruit, but in such a mixture it’s hard to discern which exactly, tasting of everything and nothing; they are so heavily processed as to loose all the vitamins; organic ingredients are tainted by their mixing with poor quality, pesticide-sprayed crops; and there is too much added sugar. Meta-analysis is like this in that each individual study that passes muster is gathered: three apples, a very large grapefruit, six kiwi-fruit, five withered oranges, and some bruised and manky bananas. Behold, a bowl of fruit! Into the blender they go, press, strain, and the result reflects…, well, what exactly (Cooper et al., 2000; Field, 2003; George, 2001; Gillett, 2001; Lopez-Lee, 2002; Pratt, 2002; Schwandt, 2000; Warner, 2001)? Most meta-analyses gather together into the same category a wide variety of operationalizations of both independent and dependent variables, and a wide range of quality of study as well.

 At its simplest, meta-analysis collects all relevant studies, throws out the sub-standard ones on initial inspection, but then deals with the rest equally. To paraphrase British novelist George Orwell, although all studies are born equal, some are more equal than others. So should the better studies have greater weight in the meta-analysis? Larger n studies provide better estimates than do smaller n studies, so we could weight for sample size. Two of the chapters here report effect sizes weighted for sample size (Dinsmore; Taylor et al.), one reports both weighted and unweighted effects (Russell & Spada), and the others only report unweighted effect sizes. 

Statistical power is just one aspect of worth. Good meta-analyses take quality into account as moderating variables (Cooper & Hedges, 1994; Cooper et al., 2000). Studies can be quality coded beforehand with points for design quality features, for example: a point for a randomized study, a point for experimenters blind, a point for control of demand characteristics, etc. Or two methodologists can read the method and data analysis sections of the papers and give them a global rating score on a 1 – 7 scale. The codings can be checked for rater-reliability and, if adequate, the reviewer can then compute the correlation between effect size and quality of study. If it so proves that low quality studies are those generating the high effect sizes, then the reviewer can weight each study’s contribution according to its quality, or the poorest studies can be thrown out entirely. Indeed there are options for weighting for measurement error of the studies themselves (Hunter & Schmidt, 1990; Rosenthal, 1991; Schmidt & Hunter, 1996). 

We don’t see many of these measures evident in the current collection. I suspect that this is not because of any lack of sophistication on the part of the reviewers but rather that it belies a paucity of relevant experimental studies which pass even the most rudimentary criteria for design quality and the reporting of statistics. Keck et al. start with a trawl of over 100 studies, and end up with just 14 unique samples. Russell and Spada start with a catch of 56 studies, but only 15 pass inspection to go into the analysis proper. The other meta-analyses manage 16, 23, and 13 included studies respectively. Not many on any individual topic. Our field has clearly yet to heed relevant recommendations for improved research and publication practices (Norris & Ortega, 2000, pp. 497-498). But nevertheless, such slim pickings failed to daunt our meta-analysts from blithely pressing onwards to investigate moderator effects. Of course they did, after all that effort we would all be tempted to do the same. Heterogeneous effect sizes - Gone fishing! One moderator analysis looked for interactions with 5 different moderator variables, one of them having six different levels, and all from an initial 13 studies. These cell sizes are just too small. And we have to remember that these are not factorially planned contrasts – studies have self-selected into groups, there is no experimental control, and the moderating variables are all confounded. Any findings might be usefully suggestive, but there’s nothing definitive here. We would not allow these designs to pass muster in individual experimental studies, so we should be sure to maintain similar standards in our meta-analyses. Admittedly, all of the authors of these studies very properly and very explicitly acknowledge these problems, but it’s the abstracts and bottom lines of a study that are remembered more than are design cautions hidden in the text.

Which brings us to consider the final potential pitfall of meta-analyses. First the good, then the bad. Their good effects include a complete and representative summary of a research area to date, plus guided future research development through the identification of moderating variables in ways that would not be possible otherwise, and the identification of gaps in the literature where we don’t know enough, where there aren’t enough studies on particular aspects of the independent or dependent variables in question. A good example, again, is the Norris & Ortega (2000) meta-analysis. This gave us a timely and comprehensive analysis of the cumulative research findings on L2 instruction to that date. It told us that focused L2 instruction results in substantial target-oriented gains (d = 0.96), that explicit types of instruction are more effective than implicit types, and that the effectiveness of L2 instruction is durable. And this is the bottom-line we first recall. And then the moderator analyses showed that there were interactions with outcome measure, with, for example, implicit, fluent processing in free response situations producing rathger smaller effect sizes (d = 0.55 for free response measures, Norris & Ortega, 2000, p. 470). Only 16% of the studies in their meta-analysis used this type of response, so the overall effect size rather inflates the bottom line if it’s implicit, fluent language processing that SLA instructors are usually trying to effect (Doughty, 2004). From any meta-analysis, along with its major findings, we have to remember the details.

Forget these details, and we risk the bad effects whereby meta-analyses might actually close down research on a given topic, at least temporarily. However paradoxical, this could be a natural psychological reaction. It would require a temerity greater than that found in the average postgraduate student, I believe, to embark upon the next experimental study in an area which has recently been subject to a exhaustive and substantial meta-analysis. If so, we should certainly not be undertaking these exercises prematurely, before there are sufficient studies of like-type to make the game worth the candle. And we should not condone any beliefs in meta-analyses as being the final chapters or bottom lines. In properly remembering their generalities and their details, they are, as with other good reviews, substantial stepping-stones on our research path. It is their exhaustiveness and their explicitness which allows their support.

3. Meta-synthesis and Meta-analyses:

The Implications of these Chapters for Language Learning

So saying, the seven research syntheses gathered in this volume present useful overviews of areas of research into second language acquisition (SLA) at the beginning of the twenty-first century. In my retelling of them here, my narrative follows the order of humankind in its evolutionary influences of biology, interaction, language, consciousness, and culture. I begin with the theme set in Dinsmore’s chapter. 

Much of SLA research at the end of the twentieth century was driven by a linguistic framework which held that there is a human biological endowment for language and that the aspects of language that are innately specified comprise a Universal Grammar (UG). The theory of UG holds that the primary linguistic evidence is indecisive, noisy, and poorly specified (the “poverty of the stimulus” argument). Yet children seem universally to adhere to linguistic principles despite this considerable latitude in the evidence of the input which forms the evidence for their native language learning. Therefore these linguistic principles must somehow be innately prespecified, thus to constrain language growth (Crain & Thornton, 1998; Pinker, 1984). Linguistic theory of the particular nature of these innate constraints as they operate in first language acquisition has seen marked changes over the last three decades, from Government and Binding theory (the “Principles and Parameters” model, Chomsky, 1981), through early Minimalism (Chomsky, 1995) and its subsequent developments (Hauser et al., 2002). During this same period, there have also been challenges both to the poverty of the stimulus argument (MacWhinney, 2004; Pullum, 2002) and to innatist accounts of linguistic universals (Elman et al., 1996; Goldberg, 2003; MacWhinney, 1999; Tomasello, 2003) from emergentist and constructionist views of child language acquisition. Nevertheless, such theories had considerable impact upon the study of SLA because of their natural corollaries: “Is SLA also constrained by these innate principles?”, and, if so, ”What is the nature of the second language learner’s access to UG?” (White, 1989, 2003). 

Various positions were defended in various forms, the three main stances being broadly: (1) “Full Access/No Transfer” (e.g., Flynn, 1996) whereby UG constrains L2 acquisition just as it does L1. (2) “Full Access/Full Transfer” positions (e.g., Schwartz & Sprouse, 1996) which believes that L2 learners have full access to UG principles and parameters but in early stages of learning they transfer the parameter settings of their first language, only subsequently revising their hypotheses as the L2 input fails to conform to these L1 settings. (3) “No-Access” positions (e.g., Bley-Vroman, 1990; Clahsen, 1988) whereby the language faculty that drives first language acquisition is only available during an initial critical developmental period (Johnson & Newport, 1989, 1991) after which it atrophies and is no longer available to adult second language learners who must resort to general problem-solving and cognitive skills. According to the “No-Access” view, SLA is fundamentally different from first language acquisition in that it is achieved using all-purpose learning processes rather than being guided by modular constraints.

Dinsmore’s meta-analysis gathers together the findings of primary empirical studies designed to compare first and second language learners’ performance on linguistic structures which instantiate various principles or parameters held to be part of UG in the Government and Binding version of the theory. If, Dinsmore argued, there was no difference in the performance of first and second language learners on these structures, with the mean effects size for this contrast being close to zero, then this would be evidence for second language learners having Full Access to UG. Instead the meta-analysis resulted in a substantial overall effect size at 1.25, the Full Access model does not hold, and we are left with the conclusion that second language learners are not constrained in their learning in the same way as is posited for first language learners. We cannot tell from this meta-analysis whether there is Partial Access, mediated by L1 settings, or none at all, as in the Fundamental Difference hypothesis, but what we do know is the SLA is of a different kind from L1A: Learners left to their own devices to acquire a second language from naturalistic input usually fare much less successfully than child L1 learners, and they stabilize or fossilize at a stage far short of native language competence. 

Consequently, for adults to develop beyond these limits, they require something further to successfully guide subsequent development of their grammars – some additional form-focused instruction. Why is this necessary for successful adult L2 acquisition but not for child L1 acquisition?  As Dinsmore explains, generative answers to this question revolve around lack of full access to UG. Alternative cognitive accounts argue that these limitations stem from the phenomena of learned attention and transfer from L1 (N. C. Ellis, in press-b, in press, 2006). Children approach the task of first language learning with a neural apparatus ready to optimally represent the language input they are exposed to (N. C. Ellis, in press-a), whereas adults bring to the task of second language learning not a tabula rasa but a tabula repleta and they perceive the second language evidence through structures that are tuned to the L1 and automatized to process linguistic input accordingly (N. C. Ellis, 2002a, 2002b). Implicit language learning thus fails to rationally optimize L2 representation. Modules, whether innately given or learned, automatically and irrepressibly process their input in their well-tuned ways, their implicit, habitual processes being highly adaptive in predictable situations, but less so in the uncertainty that comes with novelty. Their operation is only preventable upon a realization of cognitive failure when there is the chance of their being overridden by conscious control. When automatic capabilities fail, there follows a call recruiting additional collaborative conscious support (Baars & Franklin, 2003): We only think about walking when we stumble, about driving when a child runs into the road, and about language when communication breaks down. In unpredictable conditions, the capacity of consciousness to organize existing knowledge in new ways is indispensable. The resources of consciousness and explicit learning must thus be brought to bear in order to overcome L1 transfer (N. C. Ellis, 2005), but these are only recruited when there is sufficient negative evidence of the failure of the old ways to be perceivable, when there is a noticeable gap in our competences. Thus the research findings that discount the Full Access view imply that implicit SLA from communicative naturalistic input cannot suffice, and that negative evidence, conscious learning, and explicit instruction may be additional necessary components of successful second language acquisition.

Next, the meta-analysis of Keck et al. investigating the empirical links between interaction and acquisition provides important insights into the role of conscious processing in SLA. All theories of language acquisition posit that the primary evidence for SLA is the linguistic input. Input is necessary, though not all input becomes intake (Corder, 1967). There is good reason to believe that this is because not all of the input is appropriately processed by learners’ existing language habits, that consciousness is necessary for the learning of new information, and that learners must notice a new linguistic construction in order to consolidate a unitized representation of it (N. C. Ellis, 2005; Schmidt, 2001). White (1987) emphasizes that it is comprehension difficulties that provide the learner with the negative feedback that she believes necessary for L2 acquisition. At the point of incomprehension, the learner’s conscious resources are brought to bear, often as a result of the social resources of their interlocutor. The usual social-interactional or pedagogical reactions to non-nativelike utterances involve an interaction-partner (Gass & Varonis, 1994) or instructor (Doughty & Williams, 1998) intentionally bringing additional evidence to the attention of the learner. Analyses of native-speaker / non-native-speaker (NS-NNS) interactions demonstrate how conversation partners scaffold the acquisition of novel vocabulary and other constructions by focusing attention on perceptual referents or shades of meaning and their corresponding linguistic forms (Chun et al., 1982; R. Ellis, 2000b; Gass, 1997; Long, 1983; Oliver, 1995), often making salient the particular features of the form that are pertinent. The interlocutor has various means of making the input more comprehensible: (1) by modifying speech, (2) by providing linguistic and extralinguistic context, (3) by orienting the communication to the ‘here and now’ and, (4) by modifying the interactional structure of the conversation (Long, 1982). Thus SLA is dialectic, involving the learner in a conscious tension between the conflicting forces of their current interlanguage productions and the evidence of feedback, either linguistic, pragmatic, or metalinguistic, that allows socially scaffolded development.

Keck et al. synthesize the findings of the last 25 years of experimental studies investigating whether such interaction facilitates the acquisition of specific linguistic structures. Their meta-analysis shows that treatment groups involving negotiated interactions substantially outperformed control groups with large effect sizes in both grammar and lexis on both immediate and delayed posttests. Their analysis of the moderating variables additionally demonstrated that, as Loschsky and Bley-Vroman (1993) had initially proposed, communication tasks in which the target form was essential for effective completion yielded larger effects than tasks in which the target form was useful but not required. The first conclusion then is that successful usage of a construction that is essential for communication promotes acquisition; if that construction is initially unknown by the learner, interaction with a native speaker can help shape it, scaffolding its use and acquisition by allowing the learner to consciously notice and explore its form. But there is more to this chapter. The comprehensible output hypothesis (Swain, 1985, 1993, 1995, 1998) proposed that in addition to comprehensible input, comprehensible output contributes towards L2 acquisition because learners make their output more comprehensible if obliged to do so by the demands of communication. Eight of the unique sample studies in the meta-analysis of Keck et al. involved pushed output, where participants were required to attempt production of target features, often because they played the role of information-holders in jigsaw, information-gap, or narrative tasks. On immediate posttests, the tasks involving pushed output produced larger effect sizes (d = 1.05) than those without (d = 0.61). Taking these findings together, this meta-analysis demonstrates the ways in which conscious learning, recruited in social negotiations that scaffold successful learner comprehension and, particularly, production, promotes the acquisition of targeted linguistic constructions.

The next chapter in the story presents the evidence for the role of negative evidence. Russell and Spada synthesize three decades of empirical research into the effects of corrective feedback upon second language grammar acquisition. Their meta-analysis assesses the effectiveness of negative evidence, i.e. feedback from any source which provides evidence of learner error of language form, isolated from other aspects of instruction. Typical of such feedback is the recast, where the learner’s ill-formed utterance is reformulated by their interlocutor. Recasts provide implicit negative evidence that the learner has erred, in conjunction with the positive evidence of a better-formed expression. Other forms of feedback can be more explicit, for example where the learner is clearly told that they have made an error and are provided with an explicit correction, or, at the extreme, where additionally a metalinguistic explanation of the underlying grammatical rule is provided. The average effect sizes for treatments that provided negative evidence over those that did not were large with a weighted mean of 1.16. This well-focused review clearly substantiates a role for corrective feedback in SLA.

These analyses have concerned grammar, a shared focus of generative and cognitive theories of SLA alike. But what of other aspects of SLA which all agree are peripheral to UG? Do they behave any differently in respect of the need for interaction, negative evidence, conscious learning, and explicit instruction in their successful acquisition? The chapters that follow suggest not. First there is the meta-analysis of Jeon and Kaya on the effects of L2 instruction on interlanguage pragmatic (ILP) development, that is, how second language learners come to accomplish their goals and attend to interpersonal relationships while using a second language. Psychology, applied linguistics, and second language studies alike all show that non-verbal communication and the processing of native interpersonal interaction cues is largely implicit. But there are clear cultural differences in pragmatics, and just as is the case for interlanguage grammar, the endstate ILP of second language learners can be quite limited (Kasper & Schmidt, 1996). Implicit naturalistic learning of L2 pragmatics can stabilize or fossilize too, with clear differences between second language and nativelike performance, and thus, as with grammar, there have been calls for the consideration of the role of instruction in L2 pragmatics (Bardovi-Harlig, 1999; Kasper & Rose, 2002). The last decade has seen a couple of dozen empirical studies of instructed ILP using a variety of teaching methods, and it is these which Jeon and Kaya gather in their meta-analysis. L2 pragmatic instruction produced a large improvement from pre-test to post-test in the treatment groups (d = 1.57), and instruction groups outperformed their controls at post-test (d = 0.59). These significant effects of instruction on pragmatics are in broad agreement with the findings of the meta-analysis of Norris and Ortega (2000) demonstrating large effects of instruction on L2 grammar development. 

Taylor et al. next present a meta-analysis of experimental studies investigating whether instruction in the conscious use of reading strategies can enhance L2 reading comprehension. Explicit Reading Strategy Training (ERST) involves the explanation of various metacognitive and cognitive reading strategies to learners along with instruction in their use. For example, ‘semantic mapping’ strategy training informs students that organizing and activating their prior knowledge of a particular conceptual area can help their reading comprehension, and it shows them how to achieve this by class brainstorming followed by collaborative categorization of this shared knowledge into a semantic map. Other ERST programs involved the training of metacognitive strategies such as the conscious planning, monitoring or reviewing of reading comprehension. The combined results of 23 such studies showed that, on average, participants who received ERST comprehended L2 texts better than those who did not. Effective reading and sentence comprehension are a major goal of advanced SLA; such comprehension is far more advanced than the decoding skills of early literacy or the focus on individual lexis and grammatical forms that comprise much of introductory levels. Accordingly, Taylor et al. found that the proficiency level of the L2 learners significantly moderated the outcomes of ERST training, with effects that were superior for higher proficiency learners. Consciousness is a means to learning new things, but compared to the vast number of unconscious neural processes happening in any given moment, conscious capacity evidences a very narrow bottleneck (Baars, 1997; N. C. Ellis, 2005). If the learner’s conscious learning mechanisms are devoted to decoding novel orthography or the inhibition of irrelevant L1 symbol-sound mappings and the controlled substitution of L2 alternatives, there is no residual capacity for inferencing and comprehension. It is necessary to have these lower-level L2 skills acquired and automatized before the resources of working memory can properly be devoted to inferencing, the construction of meanings and the accommodation of larger schematic and propositional representations (LaBerge, 1995; LaBerge & Samuels, 1974).

Téllez and Waxman follow with a meta-synthesis of qualitative research on effective teaching practices for English language learners. Their methods, like their findings, remind us of the need for an ecological perspective on learning (Kramsch, 1993, 2002) whereby all language and all cognition are situated in particular cultural contexts that imbue these activities with meaning. When the language of the school fails to fit the language of the family, language learning fails (Heath, 1983). Téllez and Waxman identify the following emergent themes of current qualitative research into effective practices for English Language Learners in US schools; their common theme is the integrity of home, school, and language: (a) communitarian teaching, a manner of instruction built around community, (b) teachers working to maximize verbal ability in protracted language events (echoing the advantages of negotiated interaction and pushed output as studied in the meta-analysis of Keck et al.), (c) building on prior knowledge, with teachers working to connect students’ lives to school themes, and (d) the use of multiple representations, supporting language with objects and indexes. From the point of view of the individual learners, these practices make sense of language in their culture, their community, their selves and their embodiment. But why, from a cognitive analysis, do these methods facilitate learning? Simply, as Sir Frederic Bartlett explained nigh on a century ago in his experimental and social psychological analyses of memory, because “memory is an effort after meaning” (Bartlett, 1932, p. 44). Such contextual elaboration and relevance has profound cognitive reverberations in the greater memorability of deeply processed information (Craik & Lockhart, 1972), in the facilitated recall of multiply coded, imageable information (Paivio, 1990), in the remindings of context-dependent memory (Baddeley, 1976), and in transfer-appropriate processing (Lockhart, 2002). Consciousness is ever contextualized, as intelligence is socially situated. Information comes usefully to mind when it is relevant.

The final chapter is that of Thomas who investigates the relevance of information in time. Historiographic analysis is a particular type of research synthesis which investigates the evolution of theoretical ideas in the development of a field of study, analyzing these changes by the detailed investigation of representative corpora of published research at different points in time. By comparing the results of Thomas (1994), a research synthesis-like survey of techniques of assessing target language proficiency in empirical research on L2 acquisition published between 1988 and 1992, with a recapitulation of that project a dozen years later, she is able to describe theories of second language learning as they influence language proficiency assessment at these different points in time. The continuities and gaps between these two sets of results throws light on the evolution of the field of SLA itself. Despite an enormous increase in the amount of SLA research and a number of substantial new theoretical developments  over that 12 year period, Thomas identifies a consistency over time in the proportion of published articles using the different categories of proficiency assessment (impressionistic judgment, institutional status, in-house assessment or standardized tests). A noted change, however, was an emergent incipient dichotomization in how researchers assess L2 proficiency. Some of more recent research tends to probe learners’ proficiency in finer detail and then integrate those data into the research in more complex ways. Yet over the same period, there is a seemingly paradoxical movement toward devaluing efforts to assess what research participants know about the target language on the grounds that language proficiency is a dynamic, multi-dimensional, and context-dependent phenomenon. Both of these trends reflect a recognition of individual differences and the complexity of interlanguage development:  the first to the degree that individual differences in learner types or levels of proficiency exist at a level of stability that they might be analyzed as a demonstrable source of variation, the second to the degree that they are so ubiquitous, chaotic, and uncontrollable as to constitute noise. The latter, to my mind, is too pessimistic in its resignation. There are methods in dynamic systems research that can help us analyze the forces of change and their non-linear interactions (Elman et al., 1996, chapter 4; Holland, 1998; Scott Kelso, 1997). Even so, we do indeed face a considerable conceptual challenge in moving from the acknowledgment of interlanguage as a dynamic system to the development of a range of methodologies appropriate to its study (N. C. Ellis, 1998, in press, 2006; Larsen-Freeman, 1997, in press; Larsen-Freeman & Ellis, in press, December 2006; MacWhinney, 1999). The practical challenges are considerable too. Determining general principles is difficult enough, determining patterns of individual difference with the same degree of reliability necessitates a much larger scale of sample.

Whatever the field of study, whatever the point in its evolution, there is a tension between the search for general laws and the acknowledgement of individuality, between the lumpers and the splitters, between nomothetic and idiographic approaches, between the overall effect size, the identification of moderating variables, the individual study, and the qualitative description of the individual case. So too there is always the tension between current research fashion and the errors of the prior generation recalled as something to react against. But the fallabilities of memory let us ignore that earlier research in the more misty past, far enough back in the history of the field to be forgotten, thus to allow George Bernard Shaw’s “The novelties of one generation are only the resuscitated fashions of the generation before last.”  Synthesis across the history of the field is as important as synthesis across its breadth.

4. Meta-synthesis of meta-analyses 

So this book presents us with a variety of secondary research techniques (meta-analytic, metasynthetic, and historiographic) to gather what is known about SLA. These exemplars should serve well as models for others interested in the essential task of systematic synthesis. So too, this collection provides a picture of current research relating to second language learning and teaching. But this is no mere snapshot of today’s news. Instead, these chapters provide an integration, a weighted summary, a hologram as it were, of the last three decades or so of work on these issues. Some of the collections are a little slim, and some of the moderator analyses acknowledgedly rather lacking in power, but as long as we remember their limitations, these methods provide the best summaries that are possible of this research to date. 
And as we recall the need for more studies with a more representative range of populations, treatments, contexts, and outcome variables, as we remember the hints that are provided by the significantly heterogeneous effect sizes and subsequent analyses of moderators, they help us identify the gaps, weaknesses, and themes which research could next profitably explore. Meanwhile, as I have argued here, I believe that some additional understanding emerges from the affinity of these seven syntheses when taken together. The story of language that they tell makes biological, phenomenological, ecological, psychological, sociological, and pedagogical sense. 
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