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A B S T R A C T
Hybrid QM/MM methods combine the rigor of quantum mechanical (QM) calculations with the low computational cost of empirical molecular mechanical (MM) treatment allowing to capture dynamic properties to probe critical atomistic details of enzyme reactions. Catalysis by RNA enzymes (ribozymes) has only recently begun to be addressed with QM/MM approaches and is thus still a field under development. This review surveys methodology as well as recent advances in QM/MM applications to RNA mechanisms, including those of the HDV, hairpin, and hammerhead ribozymes, as well as the ribosome. We compare and correlate QM/MM results with those from QM and/or molecular dynamics (MD) simulations, and discuss scope and limitations with a critical eye on current shortcomings in available methodologies and computer resources. We thus hope to foster mutual appreciation and facilitate collaboration between experimentalists and theorists to jointly advance our understanding of RNA catalysis at an atomistic level.

© 2009 Elsevier Inc. All rights reserved.

1. Introduction

A full understanding of enzyme catalysis is not only attractive for fundamental reasons but it is also useful in many practical applications like enzyme engineering and drug design. Therefore, numerous studies have focused on the origin of enzyme catalysis. Many contributions to enzyme catalysis have been identified and thoroughly discussed in the literature, for example, active site preorganization, substrate strain, long-range conformational dynamics, and acid–base catalysis [1–10]. Despite all efforts, many open questions still limit our understanding of the principles of the enzyme catalysis. It is quite likely that each enzyme utilizes a (different) combination of catalytic strategies. Therefore, studies of enzymatic reactions are complex and the leading structural tool, X-ray crystallography, does not provide any direct insights into the transient nature of the chemical reactions catalyzed by enzymes.

The challenge in studies of RNA catalysis is even more complex. The first catalytic RNAs (ribozymes) were discovered in the early 1980s by Altman and Cech [11–13]. Nowadays, RNAs are known to catalyze several important reactions. For instance, ribosomes are central to cellular biology and their constituent RNAs catalyze the peptide bond transfer of protein biosynthesis. Many ribozymes catalyze internal phosphoryl transfer reactions and can be divided into larger and smaller ribozymes (with a boundary at ~200 nucleotides length). Larger ribozymes catalyze the displacement of the 3′-O from an RNA 3′,5′-phosphodiester linkage. Smaller ribozymes catalyze intramolecular reactions displacing the 5′-O from the RNA phosphodiester linkage with the 2′-OH of the adjacent nucleotide that acts as the nucleophile. In addition, from in vitro selection experiments it seems likely that RNAs could have played considerably more diverse catalytic roles in the early stages of evolution (in the RNA World [14]). Many questions in this world of RNA catalysis remain unanswered, e.g., do RNA enzymes apply the same strategies as protein enzymes to achieve chemical rate acceleration? Are RNA functional groups involved in these reactions? What is the role of metal cations in these reactions? Are the reactions concerted or stepwise and what is the sequence of events at the atomistic electronic structure level? Numerous reviews are available summarizing studies aimed to elucidate these questions, mainly using experimental approaches [8,15–22].

Given the complexity of RNA catalysis it appears likely that theoretical (computational) approaches will prove important to complement experimental tools, promising to furnish an atomistic picture of RNA catalysis and fill some of the gaps in our present...
knowledge. So far only few computational studies related to RNA catalysis have appeared, and a review summarizing their results is missing. More commonplace computational studies of nucleic acids are based on two types of standard techniques that, when used appropriately, provide reliable and useful data: molecular dynamics (MD)\textsuperscript{1} simulations with explicit inclusion of solvent and ions, and quantum chemical calculations (QM). MD simulations are based on an atomistic description where the link between molecular structure and energy is described by classic, empirically derived, molecular mechanical (MM) potentials (the Force Field, FF). The MM force field is the main approximation of MD, which can be considered a single molecule modeling technique that analyzes thermal motions of fully solvated RNA molecules on a timescale of 10–1000 ns with ps-scale resolution [23]. The simulation outcome also critically depends on the quality of the experimentally derived starting structure. MD simulations deserve some credit for their description of, for example, the structural flexibility of RNA, the effects of base substitutions, or the distribution of monovalent ions and water molecules around an RNA. However, classic force fields do not allow for the study of chemical reactions, as bond breaking and formation is not possible. In contrast, QM methods are based on solving the Schrödinger equation, taking directly into consideration the electronic structure of a molecule and therefore allow access to chemical reactions. Unfortunately, good quality QM methods are computationally very expensive, typically limiting them to studies of small model systems in vacuo. Such calculations were for example instrumental in revealing the physical chemistry nature of nucleobase stacking and in quantifying their magnitude [24]. However, QM methods cannot directly be used to study enzyme reactions as it is impossible to consider sufficiently large and complete systems.

A solution to these limitations is the application of hybrid quantum mechanical/molecular mechanical (QM/MM) methods as have been extensively used in studies of protein enzymes. In QM/MM methods, the region of interest (such as the catalytic core) is described using a reliable electronic structure method that allows investigation of all participants of the chemical reaction. The rest of the molecule is included using molecular mechanics, aiming to capture the contribution of enzyme structure and dynamics to catalysis. The first hybrid QM/MM scheme for protein enzymes was developed in the mid-1980s by Warshel and Levitt [25]. Despite much progress the use of hybrid methods is still challenging as they are based on complex approximations (such as where to cut and how to couple the QM and MM regions), making them much less routine than standard MD and QM calculations. QM/MM methods still offer a very promising tool to take a historic view of RNA catalysis, which we will review here.

2. Promise and challenges of QM/MM

What is the main justification to apply QM/MM methods? Experiments directly measure valuable information on reaction thermodynamics and kinetics. However, information about the reaction mechanism, commonly derived from a chemical, pH, ionic strength, temperature, or pressure perturbation of the enzyme, is only indirectly accessible and often too ambiguous to unequivocally pinpoint mechanistic details [8]. In this respect, theoretical calculations can provide critical direct insight, allowing for a detailed description of plausible reaction pathways.

Transition state theory (TST) [26] is a vital bridge between experimental data and theoretical calculations. The transition state (TS) represents the (ensemble of) high-energy structure(s), from which the reaction has an equal probability to proceed to either the reactant or product valleys. The kinetics of the transition of reactant to product is related to the Gibbs energy difference between the TS and the reactant, ΔG. The rate constant k is equal to:

$$k = \gamma \left( \frac{k_B T}{h} \right) \exp \left( -\frac{\Delta G}{k_B T} \right).$$

where γ is the transmission coefficient [27], k_B and h are Boltzmann and Planck constants, respectively, and T is thermodynamic temperature. To examine the kinetics of a reaction, it is necessary to find the TS and ΔG. In the classical TST, TS is identified as a stationary point at a potential energy (hyper)surface (PES), which is a saddle point of the first order, and γ equals one as the recrossing etc. are neglected. By PES we mean the potential energy as a function of the atomic coordinates, which obviously can be very complex for large systems, as it is determined by positions of all atoms including solvent and ions. PES relevant to the chemistry is often simplified by a reaction coordinate that is expressed by a set of several key structural parameters. However, the influence of many remaining parameters can be sufficiently significant to affect the reaction energetics.

To find the correct TS it is necessary to explore PES, which is challenging even for small molecules. Therefore, this task is often reduced to a trip along a few intuitively chosen reaction coordinates, which are chemically sound. In comparison to small molecules, the exploration of a biomolecular reaction coordinate is further complicated by the fact that the barrier height is often significantly modulated by, for example, distal parts of the biopolymer [28] or the position of ions (Fig. 1). For instance, the precise positions of magnesium ions critically influences the calculated barrier height for the modeled chemical reaction of the hepatitis delta virus (HDV) ribozyme [29]. Even distant changes in biomolecular conformation can influence the catalyzed reaction through conformational restraints imposed on the active site or through changes in electrostatic surface potential. The latter is of special importance in RNA due to its highly polyionic character. Therefore, theoretical studies of small model systems extracted from large RNA molecules are of limited relevance. A relevant molecular model of biomolecular catalysis must usually account for the entire molecule, counter ions, cofactors and ligands (if present), as well as for the water solvent.

Furthermore, due to the complexity of a biomolecular PES and the often substantial conformational modulation of the barrier height [28,30], a single structural snapshot might not suffice to adequately represent the conformational plasticity of a biomolecule. In principle, instead of a simple conformational search over the PES, we can apply MD simulations to a QM/MM system. However, even the shortest MD simulations drastically increase the computational expense, leading to a necessary decrease of the quality of the QM method. A possible approximate solution to this problem is to consider a wide range of possible reaction coordinates, corresponding to different microenvironments and biomolecular conformations.

Considering these challenges, a QM/MM theoretical study of biomolecular catalysis has to seek a viable compromise at three
levels: (i) Construction of a suitable model that defines the sizes of the QM core and MM regions as well as how the surrounding environment is treated, including counter ions and water. (ii) Robust sampling of conformational space. (iii) Quality of the QM and MM methods used. How to achieve such a compromise is discussed in the following. We note upfront that with the presently available methods and computers all QM/MM calculations on enzymes are necessarily approximate, but can provide valuable and experimentally testable hypotheses.

3. QM/MM methods

3.1. General considerations

Hybrid QM/MM methods divide the studied system into two (or more) parts, which are treated at different methodological levels and are allowed to communicate with each other (Fig. 2). In a typical approach, one part of the system, the QM core, describes the region where the chemical reaction takes place and is treated at the QM (ab initio or DFT), semiempirical, or Empirical Valence Bond (EVB) levels. The surrounding parts, which impose sterical and polarization constraints on the core, are treated at a less rigorous level, typically using an empirical force field. In principle, the studied system can be divided into more than two parts, which can be treated by different methods, with the largest part treated by the most approximate and computationally cheapest method (MM) and the smallest part by an accurate and expensive method (hybrid DFT or correlated ab initio level).

3.2. QM/MM schemes

The most frequent QM/MM approach divides the system into two regions. Two alternative QM/MM schemes can be employed, known as additive and subtractive approaches. In the additive scheme, the total energy of the system is represented as a sum of the QM energy of the QM core, $E_{QM}$, the MM energy of the MM region (without the QM core), $E_{MM}$, and the interaction between both regions, $E_{QM/MM}$:

$$E_{total} = E_{QM} + E_{MM} + E_{QM/MM}. \quad (2)$$

The subtractive scheme [31–33] was originally called integrated molecular-orbital molecular mechanics (IMOMM) but is more frequently known as ONIOM (abbreviated from the original name: Our own N-layered Integrated molecular Orbital + molecular Mechanics) scheme. It divides the system into layers and subtracts double counted energies of the smaller layer as follows:

$$E_{total} = E_{MM}^{\text{real}} + E_{QM}^{\text{model}} - E_{MM}^{\text{model}}. \quad (3)$$

where $E_{MM}^{\text{real}}$ represents energy of the whole real system (containing both the QM and MM regions) as calculated by the lower-level method, typically MM, $E_{QM}^{\text{model}}$ is energy of the QM core calculated at a higher level, typically a QM method, and $E_{MM}^{\text{model}}$ is the energy of the QM core calculated at the lower MM level. Subtractive and additive schemes are in principle equivalent, differing just in the technical details of their implementation.

While the choice between the additive and subtractive schemes is not critical, the description of the boundaries between the QM and MM regions as well as the interaction between them (the QM/MM coupling) is of the utmost importance. Boundary and coupling of the regions are at the heart of any QM/MM approach, but also represent its Achilles' heel. Both of them significantly affect accuracy of the calculation. The size of the QM core and its boundaries have to be chosen carefully because the interfacial region is arbitrary. Most difficult are cases where the border between the QM and MM region cuts through covalent bonds, which is inevitable in studies of large biomolecules (enzymes). QM/MM
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Fig. 1. The free energy barriers of HDV ribozyme self-cleavage reaction corresponding to three different positions of Mg$^{2+}$ ion: (A) hexacoordinated Mg$^{2+}$ ion with one inner-shell bound phosphate, (B) pentacoordinated Mg$^{2+}$ ion with two inner-shell bound phosphates, and (C) hexacoordinated Mg$^{2+}$ ion with two inner-shell bound phosphates.
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Fig. 2. Principle of QM/MM. (A) A typical QM/MM approach divides the studied system into a QM core and an MM surrounding. (B) The MM treated part of the HDV ribozyme is shown in wire representation, the QM core is highlighted in sticks. Water molecules and counter ions of the MM part are not shown for clarity.
boundaries and coupling by mechanical or electronic embedding will both be discussed further below.

We note here that many authors use the terms “additive” and “subtractive” as synonyms for electronic and mechanical embedding (see below), respectively, since the original implementation of the subtractive scheme was implemented only with mechanical embedding. However, Vreven and Morokuma have since extended their two-layer subtractive ONIOM scheme to also include electronic embedding [34–36] thus further using of these synonyms might be confusing.

3.3. QM methods

Nowadays a plethora of QM methods is available and a comprehensive description is beyond the scope of this review. Many of them have been successfully applied on RNA and DNA systems [37], and we will give a brief survey here.

3.3.1. Basic considerations and overview of standard methods

In contrast to force fields the best QM methods do not use empirical parameters, justifying the term *ab initio* or non-empirical methods. The best QM methods are very accurate, reaching an accuracy of ~0.5–1 kcal/mol for the calculated interaction energy of hydrogen bonded or stacked dimers of nucleo bases (which compares to total interaction energies of A:U and G:C Watson-Crick base pairs of ~15 and ~30 kcal/mol, respectively [37]). Due to their computational expense they cannot be applied to QM/MM studies of enzymes but can be used, e.g., as reference methods for the uncatalyzed reaction [29]. An attractive feature of *ab initio* QM methods is that once a certain level of quality is reached, the results start converging in a systematic manner toward the correct solution so that their accuracy can be assessed even without performing highest-level calculations. This behavior contrasts with that of empirical FFs, which can fail in an unpredictable manner when one moves away from the systems that were considered during force field parameterization [38]. The threshold in *ab initio* QM calculations for reaching the onset of convergence (and achieving qualitatively correct results) depends on the system under study. Thus, a level of calculation that is already acceptable to describe hydrogen bonding may still not suffice for characterizing base stacking or a TS.

In general, the quality of *ab initio* QM calculations can be systematically improved through two factors: (i) inclusion increased of electron correlation effects (where mutual interaction of individual electrons is considered) and (ii) increased size (quality) of the basis set (set of functions) applied to the atomic orbitals to construct the molecular orbitals. To obtain high-quality results, both the inclusion of electron correlation and the size of the basis set should be increased in a balanced manner.

Since the range of available QM methods is broad, it is often difficult for the reader to assess the quality of the description of the QM core. It is certainly reasonable to assume that experienced research groups have sufficient knowledge to choose a suitable QM approach for the task at hand. However, a critical analysis of the underlying approximations and a comparison of the performance of the QM method applied to the core with that of highest-quality reference calculations for the uncatalyzed reactions ought to be included in any QM/MM study so that also the non-specialist can appreciate the quality of the QM core description. A common way to improve the quality of a QM/MM derived free energy profile is to apply a lower-level method to the computationally costly conformational search for a TS structure and then a higher-level method to the (single point) evaluation of the free energy change involved in reaching it. Both types of calculation are usually still limited by the available computer resources.

Three basic (standard) levels of *ab initio* quantum chemical calculations are often used to describe the QM core. First, the Hartree-Fock (HF) method with medium-quality basis sets of atomic orbitals provides a reasonable assessment of TS geometries, but is not sufficient to calculate a reaction barrier. While smaller basis sets are very deficient, extending the basis sets beyond medium size does not improve the results. Second, to improve the calculations at least for single points one can use the Second Order Møller-Plesset (MP2) correlation method. MP2 should preferably employ large basis sets of atomic orbitals and can be extrapolated to the complete basis set of atomic orbitals. Third, reference calculations for the uncatalyzed reaction in small model systems can be studied by the coupled cluster method (CCSD(T)) as the highest-quality *ab initio* QM approach.

Standard QM methods nowadays are often replaced by various Density Functional Theory (DFT) approaches. DFT is a common abbreviation for a wide spectrum of methods of diverse quality, applicability, and computer efficiency (see also below). DFT has undergone intense development, especially over the past 3–4 years. For many applications carefully selected DFT methods can achieve comparable or better results than the MP2 method. When assessing DFT methods, an analysis of their performance relative to the standard HF, MP2 and CCSD(T) approaches is useful. CCSD(T) is in fact often used as reference to parameterize DFT methods.

In the following we provide more details regarding the best choice of method for the QM core in QM/MM calculations of RNA, including the HF, post-HF (including electron correlation), DFT, as well as semiempirical and EVB approaches (Table 1). The ability to predict TS barrier heights is of greatest importance for modeling reaction mechanisms and is therefore our focus. The geometry of the TS is also very important but is usually less sensitive to the level of calculation than the barrier height.

3.3.2. Hartree–Fock method

For a long time, the HF method (known also as self-consistent field, or SCF, approximation) was the method of choice in QM/MM calculations as the cheapest *ab initio* approximation. The HF method assumes that the exact, N-body wave-function that is derived by applying the variational principle. One of the theoretical advantages of the HF method is its *ab initio* nature and variational character, implying that improving the quality of the basis set of atomic orbitals (see below) leads to more and more “correct” results (within the HF approximation), converging ultimately to the basis set limit of the method. However, HF is a mean-field method that is ignoring the effects arising from mutual correlation of electron motions (electron correlation), which leads at the basis set limit of the method to a significant overestimation of reaction barriers. By comparison, calculations in small and medium basis sets tend to underestimate reaction barriers compared to the basis set limit of the method. These two errors often partly cancel in HF calculations with medium basis sets, which coincidentally may lead to correct results that are in good agreement with reference values. However, relying on such a cancellation of basis set inaccuracies is not advisable as illustrated, for example, in a model reaction for RNA backbone cleavage [29], where a medium basis set gives very poor results (Fig. 3). Still, the HF method is usually fairly successful at determining molecular geometries, justifying its use in finding the TS geometry, followed by the use of a more accurate method to derive its energy.

In this regard, however, the HF method has almost no advantages anymore over modern DFT and is thus increasingly displaced by the latter.
3.3.3. Inclusion of electron correlation

Post-HF methods were developed to improve on HF method by including electron correlation as a more accurate way to account for interaction between electrons. They include perturbation Møller–Plesset (MP, usually second-order MP2), coupled clusters (CC) and quadratic configuration interaction (QCI) methods [39]. These methods in principle provide better results for molecular geometries, reaction kinetics, and reaction thermodynamics. Their accuracy grows approximately in the order MP2 < MP3 < CCSD ~ QCISD < CCSD(T) ~ QCISD(T), in parallel to the associated time and computer costs. Thus, MP2 and CCSD(T) calculations are ~2–4 orders of magnitude slower than those based on the HF method. CCSD(T) calculations are considered a golden standard, but are currently affordable with medium basis sets when applied to molecules with less than ~30 atoms. For nucleophilic substitution reactions as observed in ribozymes MP2 yields very good results comparable to those of CCSD(T) [40]. We note that electron correlated ab initio calculations demand larger basis sets than the corresponding HF calculations. A survey of the accuracy of several QM methods for TS characterization can be found in Ref. [40].

The computational cost of post-HF calculations can be significantly reduced (~10-fold) by using the so-called Resolution of Identity (RI) approximation, also referred to as Density Fitting...
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3.3.4. Choice of a suitable basis set

Basis sets in standard calculations are constructed from sets of Gaussian functions. Basic atomic orbitals (basis functions) are those of s and p type for C, N, O atoms and s for hydrogen. Atomic orbitals with higher angular momentum than those of the basic atomic orbitals, i.e., d, f, g... and p, d, f... for C, N, O atoms and hydrogen, respectively, are known as polarization functions. Any reasonable calculation requires polarization functions. Ab initio calculations of reaction barriers are sensitive to the quality (size) of the basis set (see Table 1) used, which is especially true for the electron correlated post-HF methods. This stems from the necessity to describe unusual bonding configurations (as in the TS), for which the standard basis sets are not designed. With medium basis sets, such as 6-31G*, cc-pVDZ, or SVP, inaccuracies from the basis-set superposition error (BSSE) and basis set incompleteness may be substantial. BSSE is an artifact that is related to the incompleteness of the basis set and can spoil calculations [43]. The BSSE leads, e.g., to spurious stabilization of molecular complexes as the interacting monomers use each others orbitals to compensate for their own incomplete basis sets and thus artificially improve their electronic energies. To further improve the polarized basis sets, in general at least the addition of diffuse functions to cover electrons reaching far from the atomic centers is recommended (e.g., 6-31+G*).

3.3.5. Density functional theory

DFT was developed in the 1960s [48], underwent substantial expansion over the last 20 years [49], and nowadays it has become one of the most widely applied classes of QM methods [50] with a confusing plethora of currently available DFT functionals. DFT determines the properties of many-electron systems by using functionals, or functions of another function, namely the spatially dependent electron density. The simplest functional Local Density Approximation (LDA, S-VWN) is no longer used in biomolecular calculations. Its successor, the generalized gradient approximation (GGA) functionals (e.g., BLYP, PBE, PW91) have proven to be surprisingly accurate in most chemical applications. However, GGA functionals have shortcomings for modeling transition states. Because GGA functionals are in the mathematical sense local, they cannot describe the intrinsically nonlocal Pauli exchange, leading to a substantial Self-Interaction Error (SIE) for TS and consequently a large, systematic overestimation of reaction barriers [49]. A significant improvement was achieved by hybrid functionals that mix certain portions of the HF exchange into DFT (with the HF method overestimating barrier heights and thus partially counterbalancing the DFT). The barriers still remain somewhat underestimated [51], but hybrid functionals such as B3LYP, PBE0 or BH&H are nowadays the most popular methods for QM/MM calculations.

The next step in the development of functionals, the meta-GGA approximation (e.g., TPSS) did not persuasively improve TS description. However, we would like to direct the reader’s attention to a family of specialized empirical functionals, developed by Truhlar and coworkers, that are optimized (fitted) to, among others, the reference kinetic data. Even the older hybrid-GGA version, the “kinetic” functional MPW1K [52], is thus able to predict barrier heights with remarkable accuracy (Fig. 3, the MPW1K/6-31+G* results are in excellent agreement with those from CCSD(T)/CBS). The M06-2X functional from the most recent M06 suite of functionals by Truhlar’s group also performs well [53].

Other interesting implementations of DFT rely on the use of Plane Waves (PW) instead of the classical Gaussian basis sets. For example the CPMD program (http://www.cpmd.org/) allows for Car–Parrinello Molecular Dynamics (CPMD) [54], which propagates both coordinates and wavefunctions by using an extended Lagrange formalism. PW based calculations are free of BSSE error and naturally offer almost complete basis set results. The groups of Carloni and Rothlisberger have over time developed very advanced CPMD interfaces for biomolecular QM/MM calculations and published many excellent studies in the field of enzyme catalysis [55,56]. CPMD is in principle more efficient than classical Born–Oppenheimer Molecular Dynamics (BOMD), however, the PW basis set is exceedingly demanding for biomolecules (non-crystalline materials). This leads to a loss of the speed advantage of the Car–Parrinello method so that, in our experience, CPMD is overall slower than classical BOMD. Nevertheless, this loss can in part be compensated by the ability to very efficiently parallelize
the calculations. Notably, the group of Hütter combined PW with Gaussian basis sets to overcome the slow speed of PW calculations and keep the advantages of both basis sets [57]. This method is available in Quickstep as part of the program CP2K (http://cp2k.berlios.de/). A second disadvantage of PW calculations is that they are limited to pure GGA DFT functionals so that more accurate hybrid functionals cannot be routinely used. Especially the BLYP functional performs rather poorly for model ribozyme reactions as evident from the fact that the third barrier, which should separate the second intermediate from the final product, virtually disappears (0.2 kcal/mol, Fig. 4). The fact that the PW basis set is BSSE free further increases the inaccuracy of BLYP functional (data not shown). Therefore, results obtained with BLYP should be treated with care.

DFT calculations have similar basis set requirements as HF calculations, i.e., they are less basis set sensitive than the electron correlated ab initio methods. Nevertheless, use of polarization functions is a must, and diffuse functions are highly recommended. Interestingly, the use of large basis sets does not improve the results for any of the functionals we tested on our model reaction (Fig. 4). For BLYP and B3LYP this is probably due to fortuitous error cancellation in the 6-31+G" basis set, while in the case of MPW1K it is a consequence of the small basis set used in the parameterization of this particular DFT functional. In this particular case, a medium-quality basis set augmented with diffuse functions can thus be recommended.

When using DFT methods, special attention is needed when dispersion energy effects (London or van der Waals forces) are expected to influence geometry, because the vast majority of current GGA, meta-GGA and hybrid GGA functionals cannot describe this dispersion energy. For example, this problem may arise when stacked nucleo bases are involved in the QM region. In such a case, the simplest remedy is to include a dispersion correction (Fig. 4). For BLYP and B3LYP this is probably due to fortuitous error cancellation in the 6-31+G" basis set, while in the case of MPW1K it is a consequence of the small basis set used in the parameterization of this particular DFT functional. In this particular case, a medium-quality basis set augmented with diffuse functions can thus be recommended.

In terms of calculation speed, the hybrid DFT is comparable with HF. Notably, pure GGA (non-hybrid) calculations can be significantly sped up by the density fitting mentioned above. However, this is true only for pure GGA functionals, and not for the more desirable hybrid functionals that do not significantly benefit from density fitting. Overall, DFT is the most economic QM method for TS calculations as it provides fairly accurate geometries [51] and, with kinetics-optimized density functionals, also reasonably accurate reaction barriers [51].

3.3.6. Semiempirical methods

Semiempirical methods historically are often considered QM methods, however, they arguably are not because they are based on more or less severe approximations and require careful parameterization. Still, they offer substantial benefit as they are considerably faster than classic QM methods, usually by 3–4 orders of magnitude. Because they are intrinsically parametrical, their reliability is seriously limited. However, with careful parameterization for a given (class of) reaction(s), they may be an attractive option. For instance, York and coworkers developed their own modification of AM1/d, well parameterized for phosphorly transfer reactions (AM1/d-PhoT) [61]. Recently, another semiempirical method derived from DFT, self-consistent-charge density functional tight-binding (SCC-DFTB) [62], was reparameterized to describe well phosphorly transfer reactions [63]. Wide utility of these methods depends, however, on the availability of easy-to-use parameterization tools to help generate semiempirical parameters for a reaction of interest.

3.3.7. Empirical valence bond

The EVB method pioneered by Warshel [64] became a very popular method due to its extremely low computer cost, allowing not only geometry optimization but also production of MD trajectories. In principle, EVB is an empirical method because its calculations are performed with an empirical potential. The form of the potential is modified in a way that allows for formation and breaking of predefined bonds. The MM Hamiltonians of the reactants and products are coupled with geometry-dependent non-diagonal elements that describe the height of the reaction barrier. Equations for these elements contain empirical parameters obtained through a fit to accurate reference calculations. The EVB method is not a genuine QM/MM method because the reaction model is treated by molecular mechanics. This approach may not be a major problem in many cases, however, when the environment of the active site is expected to significantly contribute to reaction chemistry through orbital effects [electron donation or withdrawal] or polarization, EVB may be inadequate. Certain improvements in this regard were recently suggested by Truhlar and coworkers, introducing an external field dependence in the non-diagonal coupling elements [65]. Several versions of the EVB method exist and some are implemented in widely available programs like AMBER 10. However, EVB requires careful parameterization; after which MD runs can be performed and thermodynamic quantities be collected, a great advantage over the more demanding QM methods.

3.3.8. Specific advice for QM/MM calculations of RNA catalysis

The requirements for QM/MM applications to RNA catalysis are dictated by the need to describe the RNA backbone where phosphorly transfer occurs. The RNA backbone consists of repeating sugar-phosphate motifs, where each phosphate moiety carries a negative charge. Because of the diffusiveness of the negative charge involving the phosphorus d-orbitals, a large basis set is needed for an accurate description, or at least a basis set with polarization and diffuse functions (e.g., aug-cc-pVTZ, 6-311+G(2d,p)). For description of the TS geometry the HF approach is usually sufficient, provided that dispersion interactions do not affect the geometry since the HF method neglects the dispersion
energy. To obtain reliable energies, especially for the TS, a post-HF or suitable hybrid DFT method should be used (cf. also Table 1).

3.4. MM methods

MM describes RNA using classical force fields, which define the molecular potential energy as a function of the atomic coordinates. These simple analytic functions consist of a set of harmonic springs to describe covalent bonds and angles, coupled with torsional profiles for dihedral angles. Atoms are described as van der Waals (Lennard–Jones) spheres with atom-centered constant point charges. The force field is pair-additive, that is, it neglects all non-additive effects such as polarization of atoms in the electric field from the surroundings. Parameterization of biomolecular force fields is a daunting task. While force fields that account for polarization are certainly possible, no such advanced force field has been successfully parameterized for nucleic acids. Polarization force fields have been under development for some time, but their future applicability to nucleic acids is difficult to predict. Despite very careful parameterization current force fields are thus far from perfect.

3.4.1. Choices of force fields for RNA

There are two force fields that have been extensively tested on RNA and DNA systems and can be viewed as established for nucleic acid simulations [38,50,66], namely the AMBER and CHARMM force fields. The AMBER force field family includes the original Cornell et al. parm94 (or ff94), a second-generation force field developed in the 1990s by Kollman and coworkers [67], and its subsequent modifications, parm98 (ff98) [68], parm99 (ff99) [69], and parmbsc0 [70]. The atomic point charges of ff94 were derived from the electrostatic potential calculated at the HF/6-31G* level, and parmbsc0 somewhat rigidifies the trajectories compared with the ff94 force field (see Ref. [75] for full discussion). parmbsc0 (manuscript in preparation) usually does not allow to stabilize this substate. This is in a “positive” manner even if they are clearly inconsistent with experimental data. Thus, many force field problems that might already have been noticed remain unreported. Interestingly, the QM methods much more openly discusses the accuracy of calculations, which perhaps reflects the facts that QM methods can easily be cross-validated and have a large potential for rather straightforward further development. Although the MM force fields are inherently less accurate than QM methods, many MD studies do not critically dissect limitations or problems. Nevertheless, we reiterate that carefully designed and analyzed MD simulations often provide very valuable insight.

The imbalances of and differences between force fields tend to accumulate with prolongation of a simulation. They should generally be insignificant when using FFs for limited structural relaxation in QM/MM calculations or other short simulations. However, since the quality of experimental structures is also not always perfect (Ref. [37], Chapter 11), it is often necessary to use extensive MD simulations for preparing sufficiently representative structures for QM/MM. Simulations can help refine experimental structures locally [84,85], but the limited simulation timescale together with force field imbalances does not allow for extensive corrections. If an experimental structure shows, for example, an incorrect nucleotide syn conformation a simulation will likely retain it indefinitely. As an example, in our studies of the HDV ribozyme we so far never observed a syn–anti flip of G25 in Loop 3, as suggested by comparison of the precursor and product crystal structures [74,86]. We have recently applied MD simulations for three independent and in many aspects mutually different NMR structures of HIV-1 DIS kissing complexes. The simulations were not capable on ~20 ns time scale to overcome the differences among the experimental structures, so that we could not obtain any unambiguous insights into the origin of the differences (the NMR structures in addition differ from X-ray structures that appear consistent with MD) [80]. The simulations remained locked, for example, by unusual local backbone topologies associated with the bulged-in unpaired bases.

Due to the lack of polarization and charge transfer terms, FFs tend to suffer even more when describing solvent ions. Monovalent
cations are described reasonably well, although obviously not perfectly. Monovalent anions like Cl$^-$ are more challenging, as such electron rich ions are highly polarizable. Divalent ions like Mg$^{2+}$ are outside of the applicability of force fields and are best included only when unequivocal experimental data support specific binding sites and modes [74,86,87]. Spurious preference of simulated Mg$^{2+}$ for inner-shell binding is well documented [75], and the overall balance of forces in the first ligand shell of the divalent is not well described by force fields [88]. Attempts to improve simulations through the inclusion of divalents are quite an illusion. The most frequently used ionic atmosphere in RNA or DNA simulations is therefore a net-neutralizing set of Na$^+$ cations. There is a widespread misconception, probably partially based on a similar experience with protein simulations, that Na$^+$ ions alone may provide a flawed description of RNA. In contrast to proteins, however, a net-neutralizing cation atmosphere for polyatomic nucleic acids results in ion concentrations of ~0.15–0.2 M [84,89]. This concentration may well resemble the experimental conditions where it is assumed that redistribution of cations and anions around an RNA molecule results in a cation cloud with roughly the excess positive charge needed for exact neutralization of the solute [90], a configuration mimicked in the periodic box of an MD simulation with net-neutralizing monovalent cations. There is not yet sufficient literature evidence to indicate that nucleic acid simulations with a modest excess of salt (e.g., both K$^+$ and Cl$^-$) would change the solute dynamics in any systematic way compared to the use of just a net-neutralizing Na$^+$ atmosphere [91], although work in our laboratories is underway to test this notion for a number of RNA systems. Perhaps, the best approach that one can today recommend is to rely, in a given study, on a diversified portfolio of control simulations and test both minimal salt and modest excess salt conditions. Note that anyway single simulation is rarely sufficient to reach any definitive conclusions [74,80]. We note that using an excess of salt carries the risk of ion clustering (salt crystallization) [92–94], although this effect can be minimized [95,96]. It is, however, important to note that severe ion crystallization effects in earlier KCl AMBER simulations were substantially aided by the unfortunate combination of Aquit’s parameters for cations [97]. Dang’s parameters for Cl$^-$ [98] and incompatible mixing rules [95,99]. Monovalent ions in pair additive force fields are described by two adjustable parameters, the well depth and the ion radius while different combinations of the parameters may achieve similar predicted hydration energies. There is yet another problem of the pair-additive description of monovalent ions which has not been mentioned in any of the recent studies. Inevitably, once the force field parameters for monovalent cations are basically fitted to reproduce the target bulk properties (such as hydration energies) there are no more parameters available for tuning of the direct solute–cation interactions. Typically, strength of these interactions is visibly underestimated, as demonstrated on Fig. 1 in Ref. [23]. In any cases, ions in contemporary simulations remain to be simple Lennard–Jones spheres bearing constant point charges of +1, −1, ±2... localized in their centers, so that one should not have too ambitious expectations to match exact ion conditions, investigate sodium vs. potassium differences, capture divalent ions etc. via simulations.

It should also be noted that the experimental analysis of cation locations on RNA is not unambiguous and thus not a reliable input for simulations. Careful analysis of two related RNA duplexes crystallized in the presence of each one of 13 different cations suggests that a single crystallographic study may not be sufficient to draw definitive conclusions about cation binding sites, which strikingly appear to depend on such subtle parameters as metal “softness” and size, as well as RNA hydration and crystal packing [100]. Experiments can also miss important cation binding sites where ions are frequently present but fluctuate in location between several specific RNA functional groups. In such a case involving monovalents, MD simulation have been shown to help reveal the delocalized nature of the cations [101]. It also cannot be ruled out that cations are sometimes incorrectly assigned in crystal structures [102]. For example, a significant difference in Mg$^{2+}$ binding is reported for the product and precursor structures of the HDV ribozyme. MD simulations are consistent with the precursor data, whereas some of the Mg$^{2+}$ ions reported for the product structure were bound outside any significant electrostatic potential minimum [74,86]. Similarly, recent X-ray diffraction studies of the precursor in the presence of Ti$^+$ are in good agreement with the specific Na$^+$ binding sites predicted by simulations in the catalytic pocket [103]. Thus, despite their evident weaknesses MD simulations can serve as a powerful complement to better understand and predict experimental data. In summary, both experiment and theory are quite limited when revealing and/or predicting ion binding sites on RNAs, posing a formidable challenge for QM/MM studies as a chemical reaction path can be drastically affected by cation placement.

3.5. QM/MM boundaries

The weakest link of QM/MM methods lies in handling the interactions between the QM and MM regions. The interactions between the QM and MM regions can be divided into bonded and non-bonded in nature. Bonded interactions are at play when a covalent bond goes through the interfacial region (QM/MM boundary), which typically cannot be avoided in studies of enzyme and ribozyme catalysis. In general, two strategies are used for such bond cutting: (i) A link atom is used to saturate the cut bond, usually a hydrogen atom. (ii) A localized orbital is introduced at the boundary between the regions. Both strategies provide significantly more reliable results than leaving unpaired electron radicals at the boundary, and both take advantage of less demanding closed-shell calculations of the QM energy. Still, both link atom and localized orbital significantly perturb the studied system, necessitating a careful choice of the boundary and its distance to the actual bond breaking or making to achieve energy convergence in the calculation. It is therefore recommended to place any QM/MM boundary at least three bonds away from the bond broken or made, otherwise a discontinuous PES may result [104]. Furthermore, because charge transfer through the QM/MM boundary is neglected, it would be incorrect to cut any bonds for which charge transfer is expected, such as a conjugated or coordination bond. For instance, Wei and coworkers estimated the pK$_a$ of a water molecule coordinated to a Mg$^{2+}$ ion by QM/MM using two water molecules in the QM core region and treating the rest of the system, including the Mg$^{2+}$ ion, at the MM level [105]. Such cutting of the Mg$^{2+}$--water interaction by the QM/MM boundary will inevitably cause incorrect results. A less trivial example is found in modeling of the sugar-phosphate backbone. If we chose to cut the backbone between the O5' oxygen and the C5' carbon the electronic structure of the phosphate would be significantly affected, altering its pK$_a$ from ~1.0 [106] to ~1.5 [107], since the QM core contains a phosphate monoester instead of a diester. It is much more reasonable to cut the backbone between the C5' and C4' carbons, which results in a better description of the phosphate electronic structure and a more realistic predicted pK$_a$ of ~0.8 [107].

Another challenge of choosing the QM/MM boundaries lies in the necessary electronic embedding calculation (see below), where the point charges of the MM region polarize the QM wavefunction. This polarization might be significantly overestimated if the simplified atom-centered MM point charges are positioned close to the QM wavefunction. This bias can cause serious inaccuracies so that extension of the QM core region should be considered in such
case. In addition, it is necessary to prevent penetration of the QM electron density into the MM region. Methods that use Gaussian basis sets can take the advantage of their fundamentals since Gaussians tend to restrain the electrons to the QM core. In case of other methods, particularly those using PW functions, a special potential should be applied that avoids penetration of the plain-waves to the MM region [108]. A second solution to avoid inadequate polarization of the QM wavefunction by the atom-centered point charges is found in the three-layer ONIOM scheme developed by Morokuma et al. [104]. The middle layer is described at a medium level of theory, most frequently by semiempirical methods, and keeps the problematic QM/MM boundary far from the broken or made bonds.

3.6. QM/MM coupling

The description of the non-bonded interactions between the QM and MM regions, frequently called QM/MM coupling, is another critical point of a QM/MM calculation. The most critical part of QM/MM coupling is the handling of the electrostatic part of the non-bonded interactions between the regions. Two groups of QM/MM couplings are distinguished based on this handling: (i) Mechanical embedding calculates the electrostatic interactions between the two regions at the MM level. Mechanical embedding represents the simplest, but also most approximate QM/MM coupling. The QM calculation of the QM core is performed in the entire absence of its MM surrounding and thus the polarization of the QM wavefunction is completely neglected. (ii) In electronic embedding the polarization of the QM wavefunction by the MM part is explicitly included in one-electron QM Hamiltonian. The charge distribution of the MM region that polarizes the QM wavefunction is frequently represented by a set of the atom-centered point charges. The polarization of the QM wavefunction represents a crucial improvement of a QM/MM scheme and should always be considered. In addition to the polarization of the QM core, it is also possible to include polarizability of atoms in the MM region, however, this inclusion is less critical and significantly increases computational costs. It is therefore unclear whether an introduction of MM polarization is worthwhile, especially since robust tests of QM/MM with a polarized MM method are still lacking. Even if mutual polarization effects between the QM and MM regions is included, charge transfer between them is still neglected and thus the boundaries between the regions need to be chosen carefully.

3.7. QM/MM sampling

The choice of the extent of sampling is always a compromise between robust sampling and the demands (accuracy) of the QM/MM method. Usually, accurate QM calculations with a large QM core and explicit solvent and ions can be done with very limited sampling or only a simple energy minimization. Straight minimization has disadvantages arising from the dependence of the obtained result on the starting structure (due to trapping in local minima near the starting structure). A study using energy minimization only should therefore always be combined with another method sampling conformational space, for example, classical MD. In addition, a set of different starting geometries rather than a single snapshot should be used.

When estimating the Gibbs energy of the TS, either Monte Carlo (MC) or MD methods can be used in combination with free energy perturbation methods, but MD is more common for enzyme and ribozyme catalysis. The quality of sampling (and inevitably also the accuracy of the Gibbs energy estimate) depends on the QM level. While the most accurate QM/MM methods allow only very limited sampling from several picoseconds to tens of ps of an MD run, SE/MM (SE, semiempirical) methods currently reach up to hundreds of picoseconds. Finally, the cheapest but also most approximate EVB methods achieve the most robust sampling on a nanosecond timescale. With the advance of better computers true QM/MM MD methods are slowly replacing the significantly less accurate SE/MM MD or EVB MD methods.

Generally, in QM/MM MD there are two ways to propagate the wavefunction of the QM core (and thus perform a QM/MM ab initio MD – AIMD): (i) In Born–Oppenheimer MD (BOMD) [109,110] the wavefunction is converged to a Born–Oppenheimer surface by SCF calculations at each step of the MD run (with a timestep usually shorter than 0.5 fs to capture motions of hydrogen atom), and the nuclei are propagated by integration of Newton’s equation of motion using, for example, the Verlet algorithm. Note that Born–Oppenheimer approximation in general separates motions of nuclei and electrons. (ii) In on-the-fly dynamics the demanding SCF calculations are avoided by propagating the wavefunction in each step directly (“on-the-fly”) using an extended Lagrangian equation [54]. This fast propagation was originally developed by Car and Parrinello and implemented in the program CPMD, originally developed for AIMD in the solid state and implemented using the PW basis set (whose (dis)advantages are discussed above). Subsequently the QM/MM hybrid model was added into CPMD [111], however, it is still constrained to non-hybrid DFT functionals (mainly due to the use of the PW basis set). The enormous computer demands arising from usage of the PW basis set are partly alleviated in the Quickstep method recently developed by Hütter and coworkers, which is based on using a combination of PW-Gaussians implemented in the program CP2K [57], or in the Atom-centered Density Matrix Propagation (ADMP) developed by Schlegel and Iyengar [112–114] and implemented in Gaussian03 [115]. An algorithm similar to ADMP (using Gaussian basis sets) was also implemented by Head-Gordon and coworkers [116]. The use of extended Lagrangian MD significantly reduces computational demands compared to BOMD and extended Lagrangian AIMD [117].

QM/MM AIMD is computationally still too demanding, however, to directly sample a rare event such as a chemical reaction, and thus it is not likely to achieve bond breaking or formation spontaneously. Additional techniques are needed to increase conformational space sampling. Three classes of methods are currently used to study chemical reactions, including enzyme and ribozyme catalysis: (i) A trivial approach, which is not actually MD, localizes the TS, detects it with reactivity (e.g., Refs. [118,119]); (ii) accelerated MD, such as so-called “chemical flooding” (e.g., Refs. [120,121]); (iii) free energy sampling techniques resulting in potential of mean force (PMF) curves, e.g., perturbation methods (FEP), thermodynamic integration (TI) [122,123], umbrella sampling (US) [124,125], and the adaptive biasing force (ABF) method [126].

Despite progress in computational efficiency the QM/MM AIMD timescale currently available is not still long enough to sample biomolecular conformations perpendicular to the reaction path. Experience with long classical MD simulations shows that tens of nanoseconds are often needed for the equilibration phase of the MD run, and at least hundreds of nanoseconds (and multiple simulations) are necessary for sufficient sampling of the conformational space of a biomolecule. Thus AIMD in combination with accelerated MD or FEP methods is able to sample only a limited region of conformational space around the reaction coordinate that therefore can still be biased by the starting structure. A combination of robust sampling by classical MD with simulation of the chemical reaction pathway by AIMD with, for example, a free energy perturbation method like umbrella sampling is therefore a must.
3.8. QM/MM terminology

Unfortunately, there currently exists no widely accepted consensus on the terminology to be used for QM/MM methods. Several competing terminologies are used in the literature, which may confuse or even turn readers off. At present, the abbreviation “QM/MM” is used to refer to any hybrid method combining any two methods for the QM and MM levels. Because the quality of the employed methods is an essential factor determining the accuracy of a QM/MM scheme, we suggest that it may be beneficial to distinguish several computational levels:

- (i) QM for *ab initio* methods;
- (ii) SE for semiempirical methods;
- (iii) EVB for empirical valence bond methods; and
- (iv) MM for force field calculations.

In this way it is immediately possible to distinguish, e.g., a QM/MM calculation combining an *ab initio* method with an empirical force field from an SE/MM method combining a semiempirical method with a force field, which tends to be of lower accuracy. Within this terminology, the broader meaning of the abbreviation QM/MM refers to all hybrid methods, but the narrower meaning specifies a combination of *ab initio* and MM methods. In addition, since the QM/MM coupling also critically affects accuracy, the terms electronic or mechanical embedding should also be included in the specification of a QM/MM method. This suggested terminology would help guide the reader of QM/MM articles and provide for a quick assessment of the accuracy of a hybrid method used.

4. Applications to RNA catalysis

QM and QM/MM studies of catalytic RNAs are only beginning to emerge. In the following we summarize most available pioneering examples and discuss their scope and limitations in light of our discussion above.

4.1. The HDV ribozyme

The hepatitis delta virus (HDV) ribozyme is a catalytic RNA motif embedded in the human pathogenic HDV RNA, as well as a specific human gene [127]. Similar ribozyme sequences are found in the genomic and complementary antigenic RNA forms generated during double-rolling circle replication of the virus. Both ribozyme forms consist of ~85 nucleotides and catalyze self-cleavage, required during pathogen replication. The genomic HDV ribozyme was the first catalytic RNA motif for which structural and biochemical data suggested participation of a specific side chain, cytosine 75 (C75), in reaction chemistry [128–130]. Two models were proposed for the functional role of C75. In the first model, C75 acts as the general base that deprotonates the 2′-OH group at the cleaved site, thus activating it as the nucleophile that attacks the adjacent 3′,5′-phosphodiester bond [131]. The second model proposes instead that C75 protonates the 5′-oxygen of the leaving group, thereby generating the 2,3′-cyclic phosphate and 5′-OH termini of the reaction products [132]. In both models a hydrated Mg\(^{2+}\) ion provides the complementary general acid and base functionality, respectively, under physiological conditions. A number of biochemical studies support the hypothesis that C75 may be protonated and act as general acid [132,133]. The crystal structures of the genomic ribozyme prior to [134] and after cleavage [135] are most consistent with the general base and general acid roles, respectively, of C75. MD simulations of the genomic HDV ribozyme in the precursor state suggest that the active site readily reorganizes to favor the C75 general base mechanism [86]. Despite extensive effort, a structure consistent with the C75 general acid model was not yet found by simulations [29,74,86], however, this does not rule out that such a conformation can be adopted after significant rearrangement from the X-ray structures. It is for example possible that some substantial rearrangement of the flexible Loop 3 region of HDV ribozyme could help in re-positioning of the C75 [136], MD simulations indeed indicated structural plasticity of the Loop 3 region and its influence on the ion binding in the catalytic pocket. However, the simulations were probably far away from fully capturing the structural dynamics of Loop 3 [74,86].

To date, three QM or QM/MM studies have described the reaction mechanism of HDV ribozyme self-cleavage [29,105,137]. First, Gauld et al. studied the C75 general acid mechanism by applying high-level DFT to a truncated model of the active site, lacking the remainder of the ribozyme [137]. They concluded that reaction pathway with C75 as the general acid is readily accessible. Unfortunately, the truncated active site model was likely distorted as it did not correspond to any conformation observed by either X-ray crystallography or MD simulation [74,86,103,134,135]. This fact seriously limits the utility of these otherwise very rigorous calculations.

Second, the work of Liu, Guo and coworkers estimated the effective concentration of the reactive C75 species adopting either the general base or acid role using the Near-inline-Attack-Conformation (NAC) concept combined with classical MD simulations. Unfortunately, the estimate for the concentration of a properly positioned C75H+ general acid is likely unreliable due to a lack of convergence of the NAC population statistics. The authors also used DFT calculations of a truncated active site model to compare the C75 general base and acid mechanisms. They concluded that the general acid mechanism is energetically favored. The authors’ QM/MM calculations did not consider, however, the cleavage reaction but were used to estimate the pK\(\text{as}\) of C75 and water molecules bound to the active site Mg\(^{2+}\) ion. Thus, the title of the paper suggesting that QM/MM calculations were performed is rather misleading. Furthermore, the very small selected QM regions, encompassing C75 and one water molecule for calculating the pK\(\text{a}\) of C75 and two waters in close proximity to Mg\(^{2+}\) for estimating the pK\(\text{a}\) of the water molecule, can hardly be viewed as reliable [105]. These limitations of the study were thoroughly discussed in Ref. [29]. Although it cannot be ruled out that the basic conclusion of this paper is correct, this would merely be coincidental.

Recently, a QM/MM study evaluating the plausibility of the C75 general base mechanism of the HDV genomic ribozyme was published [29]. The reaction mechanism was described using QM/MM methodology in which the active site (QM region, ~80 atoms) was treated by a hybrid density functional (MPW1K [52]) in the context of the complete HDV ribozyme fold. The MM part of the system was treated by the AMBER force field (ff99). This scheme overcomes the limitations associated with the use of truncated active site models. Gibbs energy barrier heights of several experimentally supported geometries consistent with the C75 general base mechanism were estimated by scanning the reaction paths over the PES. The results exhibited good agreement with the experimentally observed reaction free energy barrier and showed that the C75 general base mechanism, in concert with a hydrated magnesium ion as general and Lewis acid, is a plausible catalytic strategy for the HDV ribozyme [29]. The main limitation of the study lies in the limited sampling and indirect estimation of the Gibbs energy barrier height. Unfortunately, the C75 general acid mechanism could not be examined (or no plausible path was found) due to a lack of suitable starting geometries from either X-ray crystallography of extensive MD simulations. Considering all mechanistic data and calculations one can imagine that the HDV ribozyme may...
utilize either general acid or general base schemes to perform catalysis, depending on the experimental conditions.

4.2. The hairpin ribozyme

The hairpin ribozyme is a self-cleaving or -ligating RNA enzyme, found in the minus strand of the satellite RNA associated with the tobacco ringspot virus, where it promotes double-rolling circle replication [138–140]. The hairpin ribozyme can be engineered to catalyze reversible, site-specific phosphodiester bond cleavage on an external, complementary RNA substrate [141]. The hairpin ribozyme achieves rate acceleration similar to other metal-dependent ribozymes [142], but it does not require a specific metal ion for catalysis [141]. This clear lack of a potentially catalytic metal ion makes the hairpin ribozyme especially useful in probing the direct role of nucleobases in RNA catalysis.

A range of structural and biochemical data have implicated guanine 8 (G8) and adenine 3B (A3B) as catalytic participants in cleavage and ligation. Abasic substitution of A3B impairs catalysis more than 10,000-fold, while exogenous nucleobase rescue experiments indicate that the protonation state of A3B(8,11) plays a direct role in catalysis [143,144]. Transition-state analog crystal structures place A3B(8,11) close to the 5′–3′ RNA leaving group, implicating A3B as the general acid [145–148]. It has also been suggested that the catalytic roles of A3B are to align reactive groups and to stabilize negative charge in the TS [143,144]. Recent MD simulations are consistent with A3B functioning as the general acid. The MD simulations started from crystal structures wherein a catalytically inhibitory 2′-O-methyl capping group on the attacking 2′-OH nucelophile was removed showed that the 2′-methoxy group distorts the active site. In all MD simulations the reintroduced 2′-OH systematically moved toward the A3B Watson–Crack edge [84,85]. This finding raises the possibility that A3B shuttles a proton from the 2′-OH nucelophile to the 5′–3′ RNA leaving group [85]. The conserved G8 is positioned near the active site and mutation or deletion at this site impairs activity ∼1000-fold without significantly disrupting the global structure of the ribozyme [149,150]. The position of G8 near the reactive 2′-OH observed in crystal structures suggested the possibility that an unprotonated N1 acts as general base [145,149,151,152]. In contrast, exogenous nucleobase rescue experiments suggested that the catalytic role of G8 lies in charge stabilization of the transition state through or alignment of the reactive groups [147,153]. The recent MD simulations are consistent with the latter model as they find that G8 could facilitate catalysis through stabilizing both the developing charge on the scissile phosphate and the strained backbone conformations adopted along the reaction pathway [85].

The simulations also highlighted an interesting difference between the HDV and hairpin ribozymes. Both ribozymes develop a pocket of very deeply negative electrostatic surface potential, however, they may utilize different strategies for using it in chemistry. The catalytic pocket of the HDV ribozyme appears to be optimally suited to be filled by cations (in the absence of divalent cations there are typically two monovalents continuously occupying the pocket when C75 is not protonated [74]). In contrast, the pocket of the hairpin ribozyme does not appear to be as suitable for ion binding due to steric reasons. Thus, its RNA functional groups and long-residency water molecules are fully exposed to the negative electrostatic surface potential [84,85]. However, we cannot rule out trapping of a cation in the sheltered catalytic core pocket as a rare event not readily sampled by MD. Nevertheless, it is clear that hairpin ribozyme should at least experience long time periods where no ions are present at its catalytic pocket, which is very unlikely to happen with the HDV ribozyme and its open catalytic pocket.

The potential of mean force (PMF) of the reaction catalyzed by the hairpin ribozyme has been extensively studied in recent years by means of MD-QM/MM methods (MD-QM/MM in our terminology). The SE/MM scheme employed a reparameterized AM1 semi-empirical method (AM1/d-PhoT) for the QM core and a CHARMM27 potential for the MM part. The SE/MM boundaries were treated by the generalized hybrid orbital method [154]. The QM core contained the scissile phosphodiester bond and part of the A–G and G+C ribose rings. This SE/MM scheme is a reasonable compromise between quality and demands allowing for sufficient sampling of configuration space to generate Gibbs energy estimates. However, the approach is limited in reliability by the AM1/d-PhoT method, while the CHARMM27 force field is limited applicability to RNA simulations, although deficiencies would not become apparent at the nanosecond timescale used in SE/MM dynamics. The scheme allowed for production of one- and two-dimensional PMF profiles under various conditions, which suggested that the catalytic rate enhancement of the hairpin ribozyme is due to its electrostatic field rather than any direct involvement of nucleobases as either general acid or base catalysts. This finding implies that G8 mainly plays a structural role. Accordingly, the role of general base was proposed to be played by the nonbridging phosphoryl oxygens. The role of A3B has not been fully resolved because two mechanisms, where either A3B is involved in hydrogen bonding or the protonated A3B acts as the general acid, were found to be plausible [155,156].

Considering the quality of the method and robustness of sampling, the results of the latter studies [155,156] may also be interpreted such that catalysis proceeds via multiple alternative pathways whose barriers are energetically similar. The RNA enzyme follows a particular pathway depending on environmental conditions (ionic strength, pH etc.). Such a multi-channel mechanism has been also suggested for the HDV ribozyme [29]. Such multi-dimensional mechanisms underscore the importance of robust sampling not only at the QM/MM level, nowadays still seriously limited to timescales of several nanoseconds during which large conformational changes hardly occur, but also at the MD level to provide representative structures as starting points for the QM/MM calculations.

4.3. The hammerhead ribozyme

The hammerhead ribozyme was originally derived from a group of small, self-cleaving RNA satellites of various plant viruses including, for example, the tobacco ringspot virus where a hammerhead ribozyme in the plus strand complements a hairpin ribozyme in the minus strand to effect double-rolling circle replication [157,158]. It was recently also found to be embedded in certain mammalian mRNAs [159]. The hammerhead ribozyme was the first ribozyme for which crystal structures were resolved [160,161]. It catalyzes reversible self-cleavage of its own backbone, where 2′-OH of cytosine 17 (C17) attacks the adjacent scissile phosphate [162]. The detailed catalytic mechanism has been extensively studied, highlighting possible roles of two specific guanosines (G8 and G12), as well as of divalent metal ions, water molecules, and the global conformation in catalysis [163–165].

The necessity for relevant QM/MM studies of the catalytic mechanism of the hammerhead ribozyme has been repeatedly advocated [166,167]. The catalytic role of Mg2+ in particular has been studied by QM methods on model systems cut from the structure of a minimal hammerhead ribozyme that lacks distal interacting loops now known to be important for a proper catalytic core conformation [165]. The study of Leclerc and Karplus concluded that a double-metal mechanism, where the divalent ions work not only as Lewis acids but also as general acids/bases, is plausible [166]. Earlier work by Torres and Lovell stated that only one Mg2+ ion is needed as
Lewis acid and general base to provide sufficient lowering of the barrier height [168]. The plausibility of this mechanism was recently reassessed by classical MD and QM/MM-MD simulations of the proper catalytic core conformation found in an extended hammerhead ribozyme [167,169]. These data showed that the monometal mechanism can be considered plausible for hammerhead self-cleavage. Moreover, a catalytic mechanism without any direct participation of metal ions has also recently been suggested based on X-ray crystallography and MD simulation data [164].

The role of Mg$^2+$ ions has also been studied by the QM/MM-CPMD method. Unfortunately, the resultant free energies are likely significantly overestimated due to sampling of an incorrect reaction pathway [170]. The only currently available relevant QM/MM study was designed to test the idea that the catalytic step is coupled with long-range conformational motions of the minimal hammerhead ribozyme [30]. The applied QM/MM method combines the B3LYP/6-311G* DFT method for the QM core with the CHARMM27 force field for the remaining atoms. The calculated Gibbs energy surface shows that the reaction starting from a minimal crystal-like structure follows a pathway that is not consistent with the experimental data. In contrast, when started from a global conformation found by MD simulation the reaction proceeds via a proper in-line attack mechanism and leads to reliable TS and product structures, which differ from the crystal structure of the minimal hammerhead ribozyme. These results imply that the minimal hammerhead undergoes a conformational change prior to cleavage, as predicted by a comparison of the available crystal structures [165]. In summary, however, the precise mechanism of the hammerhead ribozyme remains elusive, despite significant effort to elucidate it.

4.4. The ribosome

The ribosome is a complex molecular machine consisting of several ribosomal RNAs and numerous proteins [171,172]. It is widely accepted that the ribosome is a ribozyme where the RNA catalyzes peptide bond formation during translation. Considering the size of the system and complexity of the catalyzed reaction, the ribosome goes beyond the scope of the current review, however, there are several QM/MM studies that deserve to be mentioned. In fact, QM/MM methods have been widely used to elucidate the mechanism of polypeptide elongation and termination catalyzed by the ribosome [173–177], QM/MM with the QM core described by EVB (EVB/MM in our terminology) is the cheapest hybrid method allowing reasonably robust conformational space sampling by umbrella sampling and free energy perturbation [178]. This method has been used by the groups of Åqvist [173] and Warshel [177] on the ribosome. Both groups calculated a similar lowering of the activation barrier of the reaction catalyzed by ribosome (by ~7 kcal/mol), which agrees well with the experimental value (~6 kcal/mol) [179]. The applied method also allowed a dissection of the catalytic power of the ribosome, identifying active site preorganization as the main source of rate enhancement, whereas the previous proposal that the catalytic power of the ribosome lies in substrate alignment (i.e., in reducing substrate conformational space) was unequivocally rejected. The same strategy to achieve catalysis is also employed by many other enzymes. It is too early to tell for sure whether RNA enzymes in general use the same strategies as protein enzymes, have a more limited repertoire, or utilize additional tricks.

5. Concluding remarks

QM/MM calculations, when properly applied, have a high potential for elucidating important atomistic details of the mechanisms involved in RNA catalysis. QM/MM studies thus complement structural and mechanistic probing. However, QM/MM results must be considered with care because of the limitations of sampling and accuracy, sometimes masked by a confusing terminology. In the near term, it is unlikely that QM/MM techniques will become user friendly black-box applications that can be readily employed by non-experts, because of the technical subtleties and requirements surveyed in this review. The field of ribozyme catalysis is still very vibrant with no unequivocal consensus reached on any single mechanism so that significant effort will have to be expended before substantial progress can be expected. Cooperation of experimentalists and theorists is therefore highly desirable and will require an open mind, a positive attitude, and at least a basic level of understanding of each other’s methods.
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