Frequency in language learning and language change

The contributions to this volume from a cognitive and psycholinguistic perspective

The beginnings of cognitive linguistics made much of categorization, imagery, and metaphor, but less of psycholinguistics, quantitative modeling, or corpus linguistics. Despite a “cognitive commitment to make one’s account of human language accord with what is generally known about the mind and the brain” (Lakoff 1990: 40), much of the psychology of early cognitive linguistics relied upon introspection; there was little by way of corpus analyses; statistical and computational modeling featured hardly at all. This is ironic given that most of psychological processing involves unconscious processing (Nisbett and Wilson 1977; Reber 1993) and that learning involves statistical inference of systematicities in the problem space (McClelland and Rumelhart 1988; Rebuschat and Williams 2012). This is not to deny the successes of cognitive/usage-based linguistics: indeed it is currently the best game in town.

Later, Sanders (1997) introduced psycholinguistics and the study of discourse and corpora to cognitive linguistics, while Tomasello (1998) did the reverse, promoting cognitive linguistics to the post-Skinnerian and subsequently post-Chomskian psychological world as “The New Psychology of Language.” Today, there is much cross-influence in the study of child language acquisition where usage-based approaches are common (Tomasello 2003). Nevertheless, one can still see divisions between cognitive linguistics, corpus linguistics, psycholinguistics, the psychology of learning, connectionism, NLP, computer modeling, language change, bilingualism research, applied linguistics, sociolinguistics, and the study of language change, despite the fact that we are all fundamentally studying the effects of language usage (on language perception, learning, knowledge, processing, structure, and change).

However, the articles in the current volume are different. They are impressively cutting-edge inter-disciplinary. They start from the phenomena of frequency effects in language, and then try to understand the relevant processes and outcomes. This approach has been successful before (Bod, Hay, and Jannedy 2003; Bybee and Hopper 2001; Ellis 2002). But one difference here is that, as with pidgin and creolization, with the next generation learning the language, the effects are more powerful and systemic. Research training group GRK DFG 1624/1
“Frequency effects in language: Frequency as a determinant in usage-based models of language change, language processing and language acquisition”, following the broader goals of the Freiburg Institute for Advanced Studies, set out to bring together interdisciplinary expertise relevant to these phenomena, to train cohorts of graduate students in the relevant techniques, to engender discussion across disciplines, thus to encourage peer tutoring and constructive criticism. The results are impressive. The particular strength of the Freiburg group are its command of a broad range of methods, incorporating experimental and analytic procedures from corpus-linguistics, sociolinguistics, psycholinguistics and cognitive psychology, and the fact that the empirical data investigated are drawn from a wide range of European languages.

In what follows, I will not repeat the interdisciplinary background as described in the fine introductory overview chapter (Pfänder and Behrens, this volume), but instead I will react briefly to each of the focused empirical chapters, considering what they teach us and trying to gather the next priorities for research.

Diessel, a pioneer of frequency effects in construction grammar acquisition (Diessel 2007), provides a critical review of frequency and lexical specificity in grammar. He argues that the ‘bare’ exemplar model is not sufficient to explain how lexemes and constructions are related, and that there are other cognitive mechanisms, notably automatization, that create lexical effects in grammar. Language users’ knowledge about constructions includes a great deal of lexical information: the lexical biases of the ditransitive (and other verb-argument constructions), for example, are not entirely predictable from semantic and pragmatic criteria but involve a degree of conventionalization. People ‘know’ the lexical patterns of the ditransitive and other verb-argument constructions from their linguistic experience and this knowledge affects their behavior in sentence comprehension and production. Thus a construction is both paradigmatically and syntagmatically defined. This view has been independently expressed from within corpus linguistics (Gries and Stefanowitsch 2004; Sinclair 1996, 2004), phraseological research (Ellis 2012a; Ellis, O’Donnell, and Römer 2014), and probabilistic data-oriented parsing (Bod 2009; Bod et al. 2003). Frequency effects occur between and across all levels of the form-function structure of constructions (Goldberg 2006) as “thought-sound” (de Saussure 1916): there is chunking and automatization within “sound” (Ellis 1996), within “thought” (Rumelhart, Smolensky, McClelland, and Hinton 1988), and, with varying degrees of contingency, across “thought-sound” (MacWhinney, Bates, and Kliegl 1984). Associative learning theory assesses this using measures of contingency (Shanks 2010), corpus linguistics does the same using collostructional analysis (Gries 2012). In language learning, we compute associations within and across modalities (Ellis 2015); learning constructions is a function of form type- and token- frequency distribution, meaning prototypical-
ity, form-function contingency, and form collocational chunks (Ellis 2012b; Ellis and Ferreira-Junior 2009a,b). In language processing, as Diessel demonstrates, it is the satisfaction of all of these constraints which provides the most likely interpretation.

Hakimov uses corpus analyses and statistical modeling to investigate whether the marking of plural code-mixed nouns retains the plural morphology of their German source language or receives plural markers from the Russian matrix language. The choice of the language for plural marking on the code-mixed nouns was found to be determined by frequency factors in both the source and matrix languages: (1) The frequencies of the plural forms of the inserted lexical items in the source language influence marking so that lexical items commonly used as plurals tend to be selected as a whole and become inserted into the matrix clause retaining their German plural markers. However, for lexical items where the singular representation is stronger, only the stem of the lexical item is inserted and it then receives the plural marker from the matrix language.

(2) The structural requirements imposed on these items by the matrix language are also influential: (a) German lexical items with an accented vowel in the stem-final position cannot take Russian inflectional suffixes directly as the Russian declensional system depends on stems with consonants in the final position. If the embedded German noun has an accented vowel in the stem-final position, either a compromise strategy is employed, such as the use of epenthetic consonants, or German plural forms are produced. (b) When the matrix structure projects an oblique case on the slot in which a German lexical item is inserted, the tendency is towards using Russian inflections, fusing plural and case.

Language processing involves the competition of many cues and their associations and the satisfaction of these multiple constraints (MacDonald and Seidenberg 2006; MacWhinney 2008; Pearl and Goldwater, in press). Usage-based theory ultimately aims to provide a cognitively real account of language processing and organization, allowing for the integration of multiple kinds of factors – those based on discreet categories, such as the presence or the absence of a vowel in the stem-final position, and factors distinguished by gradience, such as frequency of use. Hakimov demonstrates the interaction of these factors as probabilistic tendencies.

Schneider investigates speech hesitations from a usage-based perspective, analyzing the placement of hesitations in prepositional phrase contexts in the Switchboard NXT corpus of American English. She shows that cohesive sequences that are used frequently are less likely to be interrupted by hesitations than low frequency word pairs, and that more complex measures of the associations between words not only predict hesitation behavior, but model semantic unity as well.
Semantic coherence is reflected in the statistical associations between words: the closer a word pair is to representing a single semantic concept, the more the words in the pair attract each other. This means that an increase in semantic cohesiveness comes with a greater likelihood of co-occurrence. Constructions are both syntagmatically and paradigmatically associated. The more we think of a concept, the more we activate routinized chunks for expressing it; the more we use these chunks, the greater their association. Sinclair came to this phraseological view of language from his corpus-based analyses of text, but paradoxically so, since he would only trust the text – given a spoken corpus he would transcribe it and analyze the transcription (Sinclair and Mauranen 2006). Schneider demonstrates that physical speech has still more evidence of these routine effects of language processing and usage on the chunking of language structure. Her triangulation of different corpus-based measures of association against measures of psychological processing exemplifies an important new trend which shows the true collaborative potential of corpus-based and psycholinguistic approaches to usage (Ellis, Simpson-Vlach, and Maynard 2008; Gries and Divjak 2012; Gries and Wulff 2009; Jaeger 2010; Simpson-Vlach and Ellis 2010; Smith and Levy 2013).

Madlener investigated the effects of type and token frequency in instructed Second Language Learning involving a two-week training study of adult L2 learners of German learning the sein be + present participle construction presented in structured input floods in meaning-focused listening comprehension training. The study is important in that it tests the generalizability of prior findings from laboratory-based artificial language learning experiments which proposed that learning would be affected by type-token frequency distributions in the input (Bybee 2008; Ellis 2008b; Goldberg 2008). She found that increased surface similarity due to reduced type frequency of the target construction in the input floods (9 compared to 25 or 50 different target types during training) resulted in significantly better target availability for learners and enhanced their pattern generalization ability. Furthermore, learners exposed to skewed input with 25 types substantially outperformed all other learners, whilst skewed input with a low number of types was non-optimal. Madlener argues that skewed input provides an optimal balance of surface similarity and type variation. When high-frequency prototypical exemplars occur often and in varying contexts, they are registered and mapped to their relevant communicative meaning, and numerous subsequent encounters lead them to be increasingly well entrenched as prefabs in the learner’s mind. These then act as anchors for the entrenchment of the more abstract pattern in the learner’s emerging interlanguage system. Being salient and strongly entrenched, the central exemplars serve as easily retrievable models for analogical pattern extension from early on. Subsequent additional type variability at the crucial slot in the more peripheral low-frequency exem-
plars then triggers the formation of an abstract, item-general schema. As the learner regularly encounters unfamiliar, low-frequency exemplars in the input, there is then generalization to further unfamiliar cases. Madlener considers the implications of these findings for instructed adult L2 acquisition involving incidental grammar learning from meaning-based input processing and how textbooks for German as a second language could provide input floods in a more principled way in order to optimize incidental grammar learning: moderately skewed input with substantial type variation should be the preferred choice for structured input floods. It is a long way from the laboratory experiment to the language classroom, too far an extrapolation to assume. Usage-based theory has important consequences for effective instruction (Littlemore 2009; Tyler 2012). Madlener’s work itself serves as a prototypical exemplar in the steps necessary for ecological validation, generalization and development of theory and practice.

ROSEMeyer, like Madlener, also considers the effects of type and token frequency, but here in processes of language change where a grammatical construction decreases in usage. His diachronic analysis of Spanish compound tense auxiliary selection \((haber + \text{PtcP} \text{ vs. } ser + \text{PtcP})\) argues that the replacement of \(ser\) with \(haber\) was affected by (a) the salience of the use of \(haber + \text{PtcP}\) in usage contexts previously associated with the use of \(ser + \text{PtcP}\), and (b) the token frequency of the \(ser + \text{PtcP}\) syntagms formed from specific verbs. His statistical modeling of these frequency effects in language change suggests both a type frequency effect (the prototypicality of use of \(ser + \text{PtcP}\) with telic change of state predicates drove their replacement by \(haber + \text{PtcP}\)), as well as a protecting entrenchment token frequency effect (\(ser + \text{PtcP}\) syntagms formed from frequent verbs were more protected from the ongoing change, with the skewed frequency distribution in this verb population then leading to further changes in auxiliary selection rules). Rosemeyer’s work illustrates very clearly that a vague, underspecified acknowledgment of frequency effects is not sufficient. Modeling the effects of frequency in language change presupposes a very explicit model of the distribution of the function range, i.e., the type frequency of the disappearing construction in earlier stages of the grammatical change (Bybee 2010). The study of actualization then focuses upon changes in the type frequency of the construction, the study of conservation investigates differences in the speed with which syntagms instantiating that construction decline in token frequency. Rosemeyer’s work exemplifies how different statistical methods can illuminate these separate processes.

SCHwarz considers a “sequential” kind of frequency effect: The impact of recency on phonological variation. Recency or priming effects state that in a situation where two variants alternate, a variant is more likely to appear if it has been preceded by the same variant shortly before. Schwarz investigates this
phenomenon with regard to phonological variation between standard and non-standard phonological vowel variants in South-West German Alemannic dialects. Drawing on a large data-base of spontaneous dialect speech from the area, he shows that a standard vowel realization is more likely to occur if preceded by a standard realization as opposed to a non-standard realization. The same applies for non-standard variants. In addition, he shows that recency effects are stronger for the variant that is relatively less frequent: The less frequent the dialect variant is relatively to the standard variant, the stronger its recency/priming effect. According to Schwarz, the term “recency” refers to “the tendency of a speaker to repeat identical phonological items within a speaking sequence, with the tendency being stronger the less time between two utterances has passed. Thus, recency can be understood as a sequential frequency effect of identical phonological items. This means that recency cannot be understood as frequency in a strict sense, i.e. how often a certain (phonological) linguistic event occurs. Rather, it relates to the time span that lies between two linguistic events and the cohesion between them“. As Schwarz stresses in his contribution, recency does not explain why an innovative phonological item is taken into the repertoire of a dialect speaker, but does account for its spread.

Just as recency, salience may be an important factor which needs to be taken into account if we investigate frequency.

Contemporary learning theory holds that learning is driven by prediction errors. We learn more from the surprise that comes when our predictions are incorrect than when our predictions are confirmed (A. Clark 2013; Rescorla and Wagner 1972; Rumelhart, Hinton, and Williams 1986; Wills 2009). In addition, there is increasing evidence for surprisal-driven language processing and acquisition (Dell and Chang 2013; Demberg and Keller 2008; Jaeger and Snider 2013; Pickering and Garrod 2013; Smith and Levy 2013). Adaptation allows comprehenders’ expectations to converge towards the actual statistics of the linguistic input (Jaeger and Snider 2013). Fine and Jaeger (2013) show this adaptation can take place very rapidly and can be tagged to markedly salient contexts (such as a laboratory setting), indeed readers can adjust their linguistic expectations in light of recent experience such that (a) previously difficult structures become easier to process, and, even more strikingly, (b) previously easy to process structures come to incur a processing cost. Warker and Dell (2006) show how the statistics of the linguistic input becomes incorporated into production as a mini-grammar, hierarchically subsumed within the main population parameters, with its own local parametric interactions tied to a particularly salient context (again, a laboratory setting) (see also Dell and Chang 2013).

However, if implicit learning from surprisal/prediction error was all that was needed for language acquisition, given enough input, we would all learn
second languages and be able to mimic second dialects just as well as we learn our native ones. Typically we don’t. Some second language learners can spend their lives immersed in the target language, and yet despite this, not all of it ‘goes in’, and L2A is typically less successful than L1A (Han and Odlin 2006; Schmidt 1984). This is Corder’s distinction between input, the available target language, and intake, that subset of input that actually gets in and which the learner utilizes in some way (Corder 1967). Associative L2 learning from naturalistic usage typically falls far short of a native-like endstate, often stabilizing at a ‘Basic Variety’ of interlanguage which, although sufficient for everyday communicative purposes, predominantly comprises just nouns, verbs and adverbs, with little or no functional inflection and with closed-class items, in particular determiners, subordinating elements, and prepositions, being rare, if present at all (Klein 1998). Nativelike second language accent is perhaps the most difficult challenge (Abrahamsson and Hyltenstam 2009). Given that these learners have a large enough sample of input to statistically learn from, what is it that limits their intake?

Typically the aspects of a second language that are less readily acquired are those that are less physically salient in the input or consequential in processing (Goldschneider and DeKeyser 2001). The fragile features of L2 acquisition are those which, however available, fall short of intake because of one of the factors of salience, interference, overshadowing, blocking, contingency, cue competition, or perceptual learning, all shaped by the L1 (Ellis 2006b). Salient items or features are attended to, are more likely to be perceived, and more likely to enter into subsequent cognitive processing and learning. Salience can independently be physically and psychologically determined:

- **Physical salience**: Salience arises in sensory data from contrasts between items and their context. Loud noises, bright lights, and moving stimuli capture our attention. These stimuli deliver intense signals in the psychophysics of our data-driven perception. Stimuli with unique features compared to their neighbors (Os in a field of Ts, a red poppy in a field of yellow), “pop out” from the scene, but in a shared feature context do not (Os among Qs). These are aspects of bottom-up processing.

- **Psychological salience**: Emotional, cognitive, and motivational factors affect the salience of stimuli too. A loved one stands out from the crowd, as does a stimulus with weighty associations ($500000.0 vs. $0.000005), or one which matches a motivational state (a meal when hungry but not when full). These are separable constructs from statistical surprisal.

Salience is also relevant to the social context. Learners can clearly pick up that different language statistics hold in a psychology lab than on the street. But what other aspects of social variation (like the social background, age, or
gender of the speaker) are salient enough to be taggable? There are an infinite number of associations that might be made to any language event: the gender of the speaker, their age, their mood, their eye color, their tie, the stain on their tie...?, the national context, the state, the town, the building, the room, the wall color...? Physical salience is one part, so too might be the consequences of not learning the association, consequences which are defined in the social context. I will return to this theme in my conclusion. Physical salience, psychological salience, attention and learned attention are important factors in the associative learning of language that are additional to frequency and contingency (Ellis 2006b, 2008d; Schmidt 2001).

Ruette, Ehret and Szmrecsanyi apply usage-based linguistics and state-of-the-art aggregation methodologies to explore methods for quantifying the lexical distance between different varieties of English. Different varieties use different labels to encode the same concept (trunk vs. boot, fender vs. bumper, soda vs. pop, etc.). The more numerous such variables, the greater the lexical distance between the varieties. Ruette et al. then compare different varieties of written English aggregating across these variables to measure distance. When aggregating across variables, Ruette et al. quite ingeniously apply weighting functions which manipulate the impact of particular lexical variables. They determine if different types of frequency weighting have an effect on the lectal distances calculated, including (i) boosting low-frequency concepts, (ii) boosting high-frequency concepts, and (iii) no frequency weighting at all. Despite their allowance for contrasts to emphasize salience or frequency, they failed to obtain any such effect, and they discuss two types of reasons for the absence of frequency effects in lexical sociolectometry. The first is in terms of methodology: the qualitative configuration of aggregate lexical distances is very similar no matter which weighting scheme is used because the underlying distance matrices are very highly correlated (indeed generally, they claim, aggregation studies tend to not be “overwhelmed by noise”). Their second hypothesis is that studies of frequency effects typically center upon grammar, and they speculate that perhaps entrenchment, neuromotor patterns, and similar patterns play a less decisive role in the structure of the lexicon. Their subsequent consideration that concept and/or synonym frequencies exhibit an extreme sensitivity to lectal dimensions, such as register, leads them to discount this speculation. Frequency effects pervade all aspects of language and usage, including the lexicon (Diependale, Lemhöfer, and Brysbaert 2013; Ellis 2002). A third alternative is that frequency, salience, and surprisal all play a part. The power law of practice summarizes how the greater the frequency of experience, the greater the expertise, with the incremental effects of experience eventually diminishing and reaching asymptote. The Rescorla-Wagner formula summarizing the determinants of learning show how salience
and surprisal play their roles on each and every trial of experience (Ellis 2006a,b). The fact that frequency, surprisal, and salience all feature in learning suggests that we should include all three factors in our models and that we should study longitudinal development too – they will play different roles at different points in learning. The study by Ruette et al. has presented important and original questions concerning usage, variability, and variety, and it provides important developments in quantitative lexical sociolectometry.

These are fine papers. They all extend our knowledge of the effects of frequency of usage in language. They prompt one or two other interdisciplinary associations too.

Both in language variation and change, but not less so in language acquisition of children and adults, we continually discuss the nature of abstraction in language and pit against each other the exemplar-based vs. abstract prototype, and the richness of the exemplar details and their associations vs. more connectionist learning mechanisms which tune the features but throw away the exemplars. Are there units of language that are abstracted from language exemplars so that they have an independent status as units? There is much work to be done here. In the interim, I am persuaded by accounts that acknowledge both (Pierrehumbert 2006). But the empirical work should not take place within cognitive or corpus linguistics alone. The issue relates across cognition and is informed by categorization theory (Rips, Smith, and Medin 2012), memory and neuropsychology relating to the dissociations between episodic vs. abstract memory systems (Nadel and Moscovitch 1998), implicit vs. explicit learning (Ellis 1994; Rebuschat 2015), dual memory systems and avoidance of catastrophic interference (McClelland 1998), as well as the consolidation of new episodic memories and their integration into a representational system (Davis and Gaskell 2009; Gaskell et al. 2012).

Much of the work of frequency tuning is in terms of automatic implicit learning or tallying (Ellis 2002). But the limitations of second-language learning show us that this tallying is by no means guaranteed. Effects of salience and learned attention entail that, broadly, it is not until a representation has been noticed and consolidated, that the strength of that representation can thereafter be tuned implicitly during subsequent processing (Ellis 2006a,b). There is thus a strong role for consciousness in language learning (Ellis 2005).

Both conscious and unconscious processes affect the dance of dialogue in the way in which native conversation partners align perspectives and means of linguistic expression (Garrod and Pickering 2004; Pickering and Garrod 2004). The predictive error signals that we receive, notice, and learn from are socially negotiated. Conversation partners scaffold and co-construct meanings (H. H. Clark 1996). Socially scaffolded ‘noticing’ (Schmidt 1990) solves Quine’s
problem of ‘referential indeterminacy’ and builds so much more. The dynamics of language learning are inextricably linked to the dynamics of consciousness, in neural activity and in the social world as well (Frith and Frith 2010). Input to the associative network is gated by consciousness, and consciousness is co-constructed in social interaction (Ellis 2005; C. Frith 2010).

Language and language learning take place in social usage, involving action, reaction, collaborative interaction, intersubjectivity, and mutually assisted performance (Lantolf and Thorne 2006). Speech, speakers, identity, and social relationships are inseparable (Lee et al. 2009; Norton 1997; Tarone 2007).

Activity theory emphasizes how individual learning is an emergent, holistic property of a dynamic system comprising many influences, both social and individual, as well as contextual. Action provides a context within which the individual and society, mental functioning and sociocultural context can be understood as interrelated moments which all play a role in what we call experience (Wertsch 1998).

The associative learning network is culturally gated. Tomasello’s constructionist approach to language combines with his research in comparative primate cognition, the unique place of social cooperation in humans, and the Vygotskian intelligence hypothesis whereby regular participation in cooperative, cultural interactions during ontogeny leads children to construct uniquely powerful forms of perspectival cognitive representation including language itself (Moll and Tomasello 2007). The last 40 years have seen huge progress in research into social cognition. Within social cognitive neuroscience there is now a rich understanding of (a) the role of implicit and explicit knowledge in social cognition (Frith and Frith 2008), of (b) consciousness and meta-cognition for social interaction (C. Frith 2010), and (c) of the brain mechanisms involved in these processes (Frith and Frith 2010).

How then should we research language usage, change and acquisition from here on? If experience in terms of language learning is in the social cognitive linguistic moment, we need to capture all these moments, so that we can objectively study them. We need large, dense longitudinal corpora of language use, complete with audio, video, transcriptions and multiple layers of annotation, fit to be shared in open archives. We need these in a sufficiently dense mass so that we can chart learners’ usage history and their development (Behrens 2008, 2009; Tomasello and Stahl 2004).

We need them in sufficient detail that we can get down to the fine detail of CA analyses of the moment (Kasper and Wagner 2011; Markee 2008). MacWhinney has long been working towards these ends, first with CHILDES (MacWhinney 1991), then with Talkbank (MacWhinney 2007). These projects have developed variously CLAN tools for computer analyses of large bodies of data, right down
to, in collaborations with Wagner, tools for a fine-grained CABank (MacWhinney and Wagner 2010). With these types of data, we can study the cognitive alongside the social. This way, the future lies. We need much more, especially for SLA. Big, dense, longitudinal datasets that we can all observe. It is up to the field to contribute to these open archives.

So we indeed started with frequency; expanded frequency to consider type and token frequencies of forms, functions and their contingencies, quasi-regular domains, and neighborhood densities. In a next step we made a point for the well known trilogy of “frequency, recency, and context” as the driving forces of rational information organization for optimal retrieval (Anderson 1991; Anderson and Schooler 2000) and added salience and/or surprisal. Finally, we also incorporated transitional probabilities, entrenchment, exemplars and representation.

Cognition, consciousness, experience, embodiment, brain, self, and human interaction, society, culture, and history are all inextricably intertwined in rich, complex, and dynamic ways in language usage. We need theoretical integrative theories. We require additional perspectives on dynamic interactions between levels, perspectives provided by approaches such as Complex Adaptive Systems (Ellis and Larsen-Freeman 2009; Beckner et al. 2009), Dynamic Systems Theory (de Bot, Lowie, and Verspoor 2007; Ellis 2008a; Spivey 2006), and Emergentism (Ellis 1998; Ellis and Larsen-Freeman 2006; MacWhinney 1999).
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